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Introduction

Particle therapy is a form of radiotherapy that adopts charged ions, mainly protons and
12C, to treat solid tumours. The main advantages of particle therapy with respect to con-
ventional radiotherapy are given by the higher precision in the localization of the dose,
the better sparing of healthy tissues and the higher biological effectiveness of charged
hadrons over X-rays. For these reasons, in the last few years both the number of particle
therapy treatment centers and the number of patients are increasing. At the moment,
there are 109 operative particle therapy facilities all over the world and other 37 struc-
tures are under construction. From 1994 to 2018 about 27905 people have been treated
with carbon ion beams and 190036 people with protontherapy [1]. Nowadays, even if it
is a well established technique in the treatment of certain type of cancers, the research
for the improvement of the current methods and the development of new strategies are
still ongoing.

One of the aspects currently under study is related to the effects of the nuclear inelas-
tic interactions within the particle therapy treatments. Indeed, in the case of heavy ion
therapy (Z≥2), the nuclear interactions can lead to the fragmentation of the projectile.
The secondary particles are emitted mostly in the same direction and with similar ki-
netic energy per nucleon of the projectiles, but, having a lower mass with respect to the
primary, they have a longer range. Thus, the final effect of the fragmentation is a dose
deposition outside the tumour volume that can be particularly relevant for the healthy
tissues, or possible organ at risk, placed along the beam direction, beyond the tumour
site.

A similar effect is present also considering the consequences of the nuclear inelastic
interactions in protontherapy treatments. In this case, the secondary particles are pro-
duced from the target atom nuclei. They have a range of the order of few µm and they
lead to a non negligible dose deposition along the beam entrance channel.

Both the effects derived from the nuclear inelastic interactions are taken into account
in the current treatment planning systems. However, as pointed out by different stud-
ies [2, 3], the accuracy of the dose deposition calculation caused by the nuclear frag-
mentation needs to be improved. In particular, the state of the art points out a lack of
experimental data of nuclear differential cross sections (d2σ/dΩ·dE) relevant for par-
ticle therapy applications. These data are required to improve the treatment planning
systems both in protontherapy and heavy ion therapy and to benchmark the MC sim-
ulation tools, especially in view of the use of new ions species which are considered as
very promising for the development of particle therapy, such as 4He and 16O [4].

A similar situation is present also in the framework of the space radioprotection field.
The future space missions include a new lunar landing with a crew of astronauts and
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viii Thesis overview

the exploration of Mars with rovers [5]. Both the expeditions will have a long duration
and they will be far from Earth. In this kind of missions, a long exposure to the galactic
cosmic radiation, or the solar particle events generated by a solar flare, could be lethal for
the crew and harmful for the equipment. As in particle therapy, also in this case there is
a lack of differential cross section measurements about the nuclear inelastic interactions
of the particles involved in space radiations. In this framework, the measurements are
fundamental both to evaluate the health hazard derived form the radiation fragments
and to develop a new shielding design suitable for the future space missions.

Since the same particles and similar necessities are present both in particle therapy
and in space radioprotection, the FOOT (FragmentatiOn Of Target) experiment is de-
signed to measure the differential cross sections (d2σ/dΩ·dE) of fragments produced in
nuclear interactions relevant for both the fields. In particular, FOOT aims to measure this
process for 4He, 12C and 16O beams at 250-700 MeV/u of kinetic energies impinging on
targets composed of 12C, C2H4 and PMMA (C5O2H8). In order to study the fragmenta-
tion of the target material relevant for protontherapy, FOOT adopts an inverse kinematic
approach and a subtraction of cross section method, measuring the differential cross sec-
tions (dσ/dE) of 12C and 16O beams at 200 MeV/u on targets of 12C and C2H4.

In the FOOT experiment there are two different experimental setups. One of the
setups is an apparatus derived from the nuclear emulsion technology developed and
adopted in the OPERA experiment [6]. The main component of the emulsion setup is a
compact detector composed of different layers of nuclear emulsions and absorbing mate-
rials, developed for the detection of light (Z≤3) fragments. The second setup is an appa-
ratus composed of different sub-detectors optimized to detect heavy (Z≥3) fragments. In
this case, the electronic spectrometer is composed of a beam monitoring system, differ-
ent tracking detectors working in a magnetic field provided by two permanent magnets,
a time of flight measurement system, an energy loss detector and a calorimeter.

In both the experimental setups there is a drift chamber called Beam Monitor that
is adopted to measure the incoming beam direction and position. In addition, the de-
tector is exploited to recognize and reject the events in which the projectile undergoes a
nuclear inelastic interaction in the material upstream of the target. The Beam Monitor
reconstructed tracks are particularly important for the data collected in the framework of
the protontherapy measurements. Indeed, in this case, the projectile track is employed
to retrieve the parameters of the Lorentz boost adopted to perform the inversion of the
kinematics.

The present Ph. D. project has been proposed in order to contribute to the design,
optimization, construction and first operation of the FOOT experiment, focusing on the
beam monitoring system and, in particular, on the drift chamber. The aim of the project
is to develop a reconstruction algorithm to be included in the FOOT data analysis code,
to manage and optimize the acquisition software and the hardware settings of the detec-
tor during the test beams, to experimentally calibrate and characterize the Beam Monitor
and to study the performances of the drift chamber in the framework of the FOOT ex-
periment requirements.

In details, a multi-track reconstruction software has been developed and optimized
combining the advantages provided by the properties of the Legendre polynomials with
a χ2 minimization algorithm. Then, a calibration and performance assessment of the
Beam Monitor has been conducted at the Trento protontherapy facility with proton beams
at 228 and 80 MeV of kinetic energy. In particular, the characterization of the drift cham-
ber has been carried out by means of an external tracking telescope composed of dif-
ferent layers of micro-strip silicon detectors. In this occasion, the detector efficiency,
spatial resolution and active area have been measured experimentally. In addition, the
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space-time relations of the Beam Monitor have been calibrated by means of the telescope
tracks. The results have been adopted as benchmark of a self-calibration algorithm de-
veloped to estimate the space-time relations using only the hits and tracks of the drift
chamber. Finally, the Beam Monitor chamber has been successfully operated in the first
data takings of FOOT. These data acquisition runs were conducted with both the ex-
perimental setups at the GSI accelerator facility (Germany), with 16O and 12C beams at
different energies. In the framework of the emulsion apparatus measurements, the drift
chamber has been employed to measure the spatial distribution of the irradiation pat-
tern and to count the total number of particles delivered. In the test conducted with the
electronic spectrometer, the Beam Monitor measured the transverse beam spot size. In
addition, a characterization of the GSI 700 MeV/u carbon ion beam has been conducted
by the Beam Monitor, measuring the beam rate, the transverse spot size and the angular
spread. Finally, the measured performances of the drift chamber have been studied to
verify the compatibility of the detector with the FOOT experiment requirements. In par-
ticular, in order to evaluate the capability of the Beam Monitor to identify and reject the
events in which the projectile fragments in the material upstream of the target, differ-
ent selection criteria based on the detector hits and tracks have been studied by means
of MC simulations. Furthermore, since the Beam Monitor track is exploited to perform
the inversion of the kinematics in the framework of the protontherapy measurements, a
calculation of the impact of the detector spatial resolution on the cross section estimates
has been conducted by means of MC simulations.

In Chapter 1 an overview of the physics and the biological aspects underlying the
interactions of hadrons with matter will be presented. In addition, a focus on the role of
the nuclear inelastic interactions in particle therapy and in space radioprotection will be
reported. Chapter 2 is dedicated to describe the FOOT experiment, showing the aims,
the strategy of measurements, the experimental setups and the software aspects. The
principle of operations of the gaseous detectors will be presented in Chapter 3, together
with a detailed description of the goals and the software aspects related to the FOOT
drift chamber. Chapter 4 will illustrate all the experimental measurements performed
with the Beam Monitor. In particular, the methods and the results of the detector cali-
bration and performance assessment will be shown, followed by the presentation of the
drift chamber measurements collected within the FOOT emulsion and electronic spec-
trometers. Finally, the study of the Beam Monitor performances in the framework of the
FOOT experiment is illustrated in Chapter 5. The selection criteria developed to recog-
nize the pre-target fragmentation events will be discussed. The systematic uncertainty
of the cross section measurement derived from the Beam Monitor spatial resolution will
be shown.





CHAPTER 1

Nuclear Physics and Biology

1.1 Introduction

The scientific research in modern age is increasingly extended and specialized in each
field in order to expand our knowledge and develop new technology. In the framework
of interaction of radiation with matter, which is a multidisciplinary physics branch, med-
ical physics is one of the applications emerged in the last century. Among the different
topics covered by medical physics, one of the new scientific research field born from the
multidisciplinary interactions of physics, biology and medicine is Particle Therapy (PT).

The goal of PT is to treat cancer tumours with hadrons, exploiting their physics prop-
erties in the interaction with matter and the biological response of the irradiated tissues.
Differently from conventional radiotherapy that adopts photon beams, the particles cur-
rently employed in PT are mainly protons and 12C, but other ions such as 4He and 16O
are under study. The main advantages in the use of hadrons with respect to photons in
the cancer treatment are given by the higher precision in the localization of the dose and
the better sparing of healthy tissues. In addition, the biological effectiveness of treat-
ments is enhanced in case of PT conducted with ions.

The charged ions radiation effects relevant in PT are of great interest also in the frame-
work of radioprotection in space. Indeed, the particles adopted in PT are also involved
in the galactic cosmic radiations, even if with a completely different energy range.

In both fields the nuclear inelastic interaction plays an important role and it cannot
be neglected: in the former case it can modify the results of the treatments if not prop-
erly considered. In the latter case, the fragmentation of cosmic rays on the spacecraft
material contributes to the damaging dose absorbed by the astronauts that can lead to
carcinogenesis and degenerative tissues.

In this chapter the fundamentals of charged particles interaction with matter are pre-
sented in Sec.(1.2), followed by an overview of the biological aspects involved in PT in
Sec.(1.3). The state of the art of the Particle therapy is shown in Sec.(1.4), focusing on
the role of the nuclear inelastic interaction. The space radioprotection aspects and the re-
quirements needed for the future long term space missions will be presented in Sec.(1.5).

1.2 Interaction of charged particles with matter

Different phenomena occur when a charged particle passes through a material. Focus-
ing on the particles involved in PT, the main interaction of an incident hadron is the
Coulomb force that occurs with the orbital electrons of the target material atoms. The ef-
fect of this interaction is an excitation or a ionization of the absorber atom nuclei with the
consequent energy loss of the incident particle. In addition, the projectile initial direction
is tilted as described by the multiple Coulomb scattering theory.

1



2 1.2 Interaction of charged particles with matter

Besides the collisions with electrons, the incident particle could interact with a lower
probability directly with the absorber atom nucleus through elastic and inelastic scatter-
ings. The former contributes to the multiple Coulomb scattering with relevant effects
at large angles. The latter is more difficult to be modeled and it may cause the frag-
mentation of the projectile and/or of the target nucleus, leading to the formation of new
particles. The physics and the details about all these phenomena will be presented in the
following.

1.2.1 Stopping power

The energy loss of a charged particle traversing a given absorber material is described
by the Stopping power, defined as the particle energy lost (dE) per unit path length (dx):

S = −dE
dx

(1.1)

The stopping power depends on the properties of both the incident particle and the
absorber material. The first formulation about the interaction of the projectile with the
electrons of the target material atoms was given by Niels Bohr with an approach based
on classical physics. Then, Bethe and Bloch improved the Bohr model including the
quantum mechanical theory, giving the following Bethe and Bloch formula [7]:

−dE
dx

= 2πNa r
2
e me c

2 ρ
Z

A

z2

β2

[
ln

(
2me γ

2 v2Wmax

I2

)
− 2β2 − δ − 2

C

Z

]
(1.2)

re = classical electron radius
me = electron mass
Na = Avogadro constant
Z = atomic number of absorbing material
A = atomic weight of absorbing material
ρ = density of absorbing material
z = charge of incident particle
δ = density correction relevant at high energies
C = shell correction relevant at low energies

Wmax = for a incident particle with mass M [8]
maximum energy transfer in a single collision

= 2mec
2β2γ/2

1+2γme/M+(me/M)2

I= mean excitation potential [9] =
{

12 Z + 7, eV if Z ≤ 13

9.76 Z + 58.8 Z−0.19 eV if Z > 13

The Eq.(1.2) is valid for particles with 0.1 ≤ βγ ≤ 1000 and materials with intermediate
charge [8]. In order to reach deep-seated tumours at a maximum of 30 cm in the human
body, the highest kinetic energies available at the PT treatment centers are about 250
MeV for protons and 450 MeV/u for carbon ions, corresponding to a particle velocities
of the order of β ∼ 0.6 and β ∼ 0.7 respectively. An example of the stopping power of
protons in water at energies relevant for PT is shown on the left panel of Fig.1.1. In this
energy region, excluding the constant terms (e.g.: me, Na, Z/A ∼ 0.5) and the negligible
variables (e.g.: δ), the energy loss in the Bethe-Block formula essentially depends on the
absorber material density and mean excitation potential (ρ · ln(1/I2)) and the square of
the incident particle charge and velocity (z2/β2), without any dependence on the inci-
dent particle mass. The main source of energy loss is given by the excitation or ionization
of electrons in target material and the stopping power is commonly defined as electronic
stopping power.
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Figure 1.1: On the left: Stopping power for protons in water as a function of the kinetic energy [10]. On the
right: examples of effective charges Zeff calculated with the Barkas formula [11].

Due to the 1/β2 factor in Eq.(1.2), the projectile will release most of its energy only
close to the end of its path in the medium. Here, the particle velocity is comparable to
the orbital velocity of the bounded electrons and the shell correction (C/Z) comes into
play. In the low kinetic energy region (below about 10 MeV/u for light ions) the Bethe-
Block formula fails to describe all the different phenomena and the energy loss can be
represented by the Anderson and Ziegler model [12]. In this energy range, the stopping
power reaches a maximum in the Bragg peak, that occurs when particle velocity vp is:

vp ∼ z2/3v0 (1.3)

where v0 is the Bohr velocity (v0 = e2/~). For 12C ions, the Bragg peak results to be at
about 350 keV/u.

After the maximum energy loss, the sum of ionization and recombination processes
reduces the effective charge of the incident particle, lowering its energy loss. In order to
take into account this effect, the projectile charge (z) in equation (1.2) has to be replaced
by an effective charge Zeff . Different higher order of correction exists to describe this
quantity, one of them is the empirical formula derived from W.H. Barkas [13]:

Zeff = Z[1− exp(−125β Z−2/3)] (1.4)

As shown in the right panel of Fig.(1.1), the Barkas correction regarding the ions adopted
in PT is relevant only for particles at energies below 1 MeV/u.

For projectiles with a kinetic energy ≤ 100 keV/u, in the Lindhard-Scarff region, the
energy loss is proportional to β and it can be modelled as [14]:

dE

dx
∼ 8π ρ

Na ~2

me

z7/6 Z

z2/3 + Z2/3

β

β0
(1.5)

where β0 = e2

4π ε0 ~ c is the electron velocity of the classical Bohr hydrogen atom model.
In this kinetic energy region, the Coulomb interactions with the target nuclei dominate
the energy loss mechanism. This phenomena is known as nuclear stopping power and it
occurs only at the very end of the particle path (last few µm). It leads to a negligible
effect in the PT treatments since the spatial range is of the order of the diameter of a
single cell nucleus [15].

1.2.2 Energy and range straggling

The particle range is defined as the total distance that a particle travels inside a medium
before lose all its energy and come to rest. In a theoretical approach, the range should
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consider all the small angular deviations given by the elastic Coulomb scatterings that
occurs between the projectile and the target material nuclei. However, in the PT clinical
regime, the electromagnetic stopping power is the dominant source of energy loss and
the angular deviations on the range evaluation are negligible.

Assuming a straight line for the projectile path, the mean range (R) can be computed
as a function of the particle energy (E0) in the Continuous Slowing Down Approxima-
tion (CSDA) with the following expression:

R(E0) =

∫ E0

0

(
dE

dx

)−1

dE (1.6)

In the integration of the Bethe-Block formula in Eq.(1.6), the mean excitation potential
(I) is the main source of uncertainty for the stopping power and the range evaluation.
It is defined as the first energy weighted moment of the dipole oscillator strength dis-
tribution of the target system. The approximation given by Bloch I(eV ) = 10 · Z is
reasonable only if Z > 20, thus inadequate for light materials. Various methods have
been adopted to evaluate the mean excitation potential with different results. In princi-
ple, it is a well-defined function of the electronic excitation properties of the target and
it does not depend on the projectile. Indeed, it can be consistently determined theoret-
ically, but the experimental measurements are difficult to perform and they can lead to
distinct results. Typically, the mean excitation potential is evaluated from the stopping
power or the range measurements, but the results depend considerably on the initial
assumptions made concerning the method of extraction and on the projectile properties
[16]. As an example, for water the values ranges between 74.6 eV and 81.8 eV, with an
average value of I = 79.2± 1.6 eV [17].

The effect of this parameter on the range evaluation is shown in Fig.(1.2): on a pro-
ton beam of 200 MeV, varying the mean excitation potential with the values found in
literature, the beam range fluctuates of millimeters.

Figure 1.2: Bragg peak profiles of a 200 MeV proton beam in water calculated with a change in the mean
ionization potential of ±2.5% [18].

The integration of the Bethe-Block formula in Eq.(1.2) is complex and different ap-
proximations can be adopted. As an example, the Bragg-Kleeman formula provides a
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practical range relationship:
R(E0) ∼ αEp0 (1.7)

whereR(E0) is the range in cm, E0 is the particle kinetic energy expressed in MeV, p and
α are constant parameters. For protons at therapeutic energies (0-200 MeV), it has been
found that p ∼ 1.77 and α ∼ 2.2 · 10−3 cm/MeVp [19].

In order to evince the range correlation with the incident particle properties, Eq.(1.6)
can be modified expressing the Bethe-Block formula in Eq.(1.2) as dE/dx = z2 f(β).
Since E = mγc2, differentiating the energy with respect to the particle velocity, it is pos-
sible to obtain dE/dβ = mg(β). Thus the range definition of Eq.(1.6) can be expressed
as:

R(E0) =
m

z2
h(β) (1.8)

where h(β) is a universal function that depends only on the initial velocity of the particle.
Equation (1.8) permits to scale the range of different ions easily. An example of the mean
range of the particles adopted in PT is shown in Fig.(1.3).

Figure 1.3: Mean range of heavy ions in water [20].

Generally, the range and the stopping power are estimated interpolating the range-
energy tables validated and accepted by the scientific community [21]. However, tables
can differ each other of 1 − 2% due to a different evaluation of the mean excitation po-
tential in Eq.(1.2). Since 1% of the range of protons at 180 MeV in water corresponds to a
non negligible distance of 2 mm, in clinical practice the treatment planning relies on the
experimental measurements of the ranges in water frequently performed by means of a
dosimeter and a water tank yielding the Bragg curve. The measurements are specific of
each facility due to the unique machinery properties.

Since the stopping power expressed in Eq.(1.2) is a mean value, a large number of
collisions in the slowing down process can cause a broadening of the Bragg peak, lead-
ing to the energy and range straggling effect. In details, considering a charged particle
passing in a thin material layer, the energy loss distribution is asymmetric with a tail on
the high energy region. This is due to the production of high energetic electrons called
δ − rays, which are generated by the collisions of the projectile with a large amount of
energy transfer.

The Vavilov distribution describes the energy loss fluctuations [22], but in the limit
of many collisions in which the central limit theorem can be applied, the energy loss
distribution can be approximated by a Gaussian with the standard deviation σE defined
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as:

σE = 4π Zeff Z e
4NA ∆x

(
1− β2/2

1− β2

)
(1.9)

The energy loss straggling is the cause of the range straggling and, given Eq.(1.6), the
two respective variance σE and σR are correlated:

σ2
R =

∫ E0

0

(
dσE
dx

) (
dE

dx

)−3

(1.10)

In a practical context, σR is a nearly constant fraction of the range and it can be de-
scribed as:

σR
R

=
1√
m
f

(
E

m

)
(1.11)

where E and m are the energy and the mass of the incident particle and f is a slowly
varying function that slightly depends on the absorber. A plot of the σR/R ratio for
protons in different materials is shown in Fig.(1.4). Range straggling for PT protons in
water is about 1.2% and it is of the order of 10−3 for 12C ions due to the 1/

√
m factor in

Eq.(1.11) [23]. An example of the Bragg peak broadening of protons and carbon ions is
shown on the bottom panel of Fig.(1.5). In an experimental framework, considering the
range straggling, the measured range is defined as the depth of the distal 80% point of
the Bragg peak and it is commonly denoted as d80.

Figure 1.4: Range straggling as a function of the energy for proton beams in different materials [23].

1.2.3 Multiple Coulomb Scattering

In addition to the range straggling that occurs along the incident particle direction, the
elastic Coulomb scatterings between the projectile and the target material nuclei lead to
a lateral deviation of the incident particle direction. A full description of the Multiple
Coulomb Scattering (MCS) cumulative effect on the lateral beam spread is given by the
Moliére theory [24].

For small angles and thin materials, the net angular deflection can be approximated
by a Gaussian with a width σθ derived by Highland [25]:

σθ =
14.1 MeV
β p c

z

√
d

X0

[
1 +

1

9
log10

(
d

X0

)]
(1.12)
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Figure 1.5: Lateral spread of photon, proton and carbon ion beams as a function of the penetration depth
(top) and the depth dose correlation (bottom) [11].

where p and β are the particle momentum and velocity respectively, d and X0 are the
thickness and the radiation length of the absorbing material. Values of X0 for common
materials can be calculated and they are present in different databases [26]. For mixtures
or compound materials the radiation length can be evaluated as:

1

X0
=
∑
j

wj
Xj

(1.13)

where wj and Xj are respectively the fraction by weight and the radiation length of the
jth element. Since the radiation length decreases with the increase of the element charge
X0 ∼ 1/z2, targets constitute of heavier elements with higher charges lead to higher
angular spread (e.g.: water∼ 36.08 g/cm2; Fe∼ 13.83 g/cm2; Pb∼ 6.37g/cm2).

Considering incident particles with the same ranges, the MCS effect on the heavy
charged particles is smaller with respect to the light particles due to the mass contribu-
tion included in the β p c denominator of Eq.(1.12). This effect is clearly shown in the first
panel of Fig.(1.5). Indeed, considering a proton beam at 148 MeV and a carbon ion beam
at 270 MeV/u having the same range of about 15 cm, the former final angular spread is
about four times larger than the latter.

Equation (1.12) is valid only for thin materials. Indeed, the particle velocity changes
as a function of its position in the target and the β p term at the denominator of Eq.(1.12)
is not constant. A generalization of the Highland approximation to be adopted for the
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thick target materials has been proposed in [27] with the following equation:

σθ = 14.1 MeV z

[
1 +

1

9
log10

(
d

X0

)]
×

(∫ d

0

(
1

β p c

)2
dx′

X0

) 1
2

(1.14)

Another limit of the Highland approximation of Eq.(1.12) is shown in Fig.(1.6): the
angular distribution of a proton beam has a Gaussian core and about 99% of the protons
are inside the ±2.5σ region, but due to nuclear interactions that can produce a large
angle deviation even with a single collision, the Highland approximation fails at large
angles. As an example, in Fig.(1.6) at 5σ the Moliére distribution is 100 times higher than
the Highland approximation.

A possibility to include the nuclear interactions contributes is to add a Cauchy-Lorentz
distribution to the Gaussian electromagnetic core distribution [28, 29]. However, for the
majority of the proton radiotherapy problems Eq.(1.12) is enough precise. Furthermore,
in an experimental framework, the MCS is usually evaluated by means of Monte Carlo
(MC) simulations. Thus, the MCS effect is estimated with a combination of different
methods based on Moliére or Lewis theory [30], including the possibility of single scat-
terings at large angles.

Figure 1.6: Angular distribution for 158.6 MeV protons traversing 1 cm of water [31].

1.2.4 Nuclear Interactions

Nuclear interactions can be divided in elastic and inelastic collisions. In the former case
the kinetic energy is conserved and it contributes to the lateral beam spread above all at
large angles. In the latter case, only the total momentum is conserved and it could lead
to the production of secondary particles. The fragments can be derived from the incident
ion due to the projectile fragmentation effect and from the target material atoms, leading
to the target fragmentation effect.

Nuclear inelastic interaction is a many-body problem and the fundamental theory
that describes this phenomenon is the quantum chromodynamics (QCD), which appli-
cation with a non perturbation theory is not feasible for the energy of interest of PT.

At the moment, there are different semi-empirical models developed to describe the
data. A simple initial method to evaluate the reaction cross section σR is to adopt a
geometric approximation in which the nucleus is assumed to be a ”black” sphere with
radius a:

σR = σT − σel = π(Ap +AT )2 (1.15)
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where σT and σel are the total and the elastic cross section, and Ap and AT are the pro-
jectile and the target nucleus radius. Starting from Eq.(1.15), different models has been
developed to parametrize the nuclear reactions:

• σR(E) = π r20 (A1/3
p +A

1/3
T − b)2

where r0 is the nucleon radius, A is the number of nucleons and b a correction
factor. This is the Bradt-Peters formula [32] and it is a good approximation only for
particles at very high energy (> 1.5 GeV/u), not suitable for PT applications.

• σR(E) = π r20 c1(E) (A1/3
p +A

1/3
T − c2(E))2

in which c1(E) and c2(E) are energy dependant parameters [33]. This parametriza-
tion is exploited in the NASA transport code HZETRN [34] for cosmic radiation
both for heavy and light ions [35, 36].

• σR(E) = π r20 [1 +A
1/3
T − b0(1 +A

−1/3
T )]2 · f(E,ZT )

where ZT is the charge of the target nucleus, f(E,ZT ) is an energy and target de-
pendant function relevant at low energy (E < 200 MeV) and b0 is the transparency
parameter of the Bradt-Peters formula, which can be considered as an expansion
of the target nucleons number: b0 = 2.247 − 0.915(1 + A

−1/3
T ). This formula is

adopted to describe the proton-nucleus interactions in the HIBRAC code [37] that
has been developed specifically for PT applications. At energy below 200 MeV, the
function f(E,ZT ) is required to include the cross section enhancement. It has dif-
ferent shape and parametrization depending on the projectile charge and energy
range. The resulting cross section calculation is in good agreement with data, as
shown in Fig.(1.7).

Figure 1.7: Measured and simulated fragmentation cross sections of protons on different targets of interest
for PT. MC simulation by means of the HIBRAC code [18].
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Different models have been developed over the years to include the nuclear interac-
tions in the MC simulation tools. A lot of them are based on the two-step abrasion-ablation
or cascade-evaporation model [38], that describes the nucleus-nucleus collisions adopting
a geometrical approach.

In the first dynamic abrasion stage, which occurs with a time scale of about 10−22 −
10−23 s, the projectile interacts with the overlapping nucleons of the target nucleus. The
result is the formation of an excited projectile pre-fragment with almost the same ini-
tial velocity, direction and the ratio of mass over nuclear charge of the incident particle
((A/Z)f ∼ (A/Z)i), together with the isotropic production of light particles and a slowly
recoiled quasi-target fragment. In proton therapy the projectile cannot fragment. Thus,
the abrasion process leads only to the production of fragments derived from the target
nuclei.

The following abrasion stage occurs with a time scale of about 10−18 − 10−16 s. It
consists in the de-excitation of the fragments and the light nuclei mainly by means of
nuclear evaporation, leading to the production of γ-rays, protons, neutrons and light
fragments with a kinetic energy of few MeV.

Examples of the nuclear models commonly adopted in the MC simulation codes to
evaluate the first dynamic stage of the interaction are [10]:

• Intra-Nuclar Cascade (INC) model [39, 40]: it is adopted in a lot of modern MC
codes to describe the nuclear interactions of particles with energies from 100 MeV/u
up to hundreds of GeV/u. The collision between the incident particle and the tar-
get material atom is modeled as the incoherent sum of the results of independent
incident nucleon interactions with the target nucleus. Each of them are described
as a series of two-body interactions, in which the target nucleons are considered as
a cold Fermi gas with a proper nuclear density distribution and nuclear potential
wall. The conditions for the validity of the model are related to the incident parti-
cle De Broglie wavelength λH . In particular, it has to be negligible with respect to
the average distance between the target nucleons d and with respect to the mean
free path λN inside the nucleus. These conditions are necessary to apply the target
nucleons hypothesis and the independent incident nucleons approximation:

λH =
2π~
p

<< d =

(
3

4πρN

)3

; λH =
2π~
p

<< λN =
1

σρN
(1.16)

where σ and ρN are respectively the proton-nucleon cross section and the intranu-
clear density. For protons at clinical energies (e.g.: up to 250 MeV), the first Eq.(1.16)
is not satisfied since λH ∼ d ∼ 1 fm. However, due to quantum effects, the effective
mean free path of nucleons in the nuclear media is increased and the validity of the
INC model is extended also to low energy protons down to 50 MeV.

• Quantum molecular dynamics (QMD) model [41, 42]: it is developed to describe
the nucleus-nucleus interactions with projectiles at 50-400 MeV/u. In this case each
nucleon of the projectile and of the target material is represented by a Gaussian
wave function. The dynamics is simulated according to the Fermi kinetic energy
inside the potential wall generated by the other surrounding nucleons. The colli-
sion process is simulated minimizing the nucleon-nucleon Hamiltonian equation
of motions, considering all the nucleons presented in the projectile and target over-
lapping region. Due to the increase of complexity, MC simulations performed with
this model are much more slow than using the normal INC model.
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• Boltzmann-Master-Equation (BME) model [43]: as the QMD model, it is adopted
only for nucleus-nucleus interactions of incident particles with energies up to 100
MeV/u. At this energy, the main process to be taken into account is the complete
fusion of the projectile with the target nucleus, or the incomplete fusion between
the quasi-projectile and the quasi-target fragments produced by a break-up pro-
cess. In particular, the BME model describes the thermalization of composite nuclei
by means of two-body interactions and secondary particles emissions.

The results of the first interaction stage with the intranuclear cascade process is the pro-
duction of protons, neutrons and, through the coalescence mechanism, also light frag-
ments.

If the incident particle is a proton (nucleon-nucleus interaction), the dynamic stage is
composed also by a pre-equilibrium stage simulated according to the exciton model [44,
45]. In particular, the excitons are particles above the Fermi level or holes in the Fermi
sea. In the pre-equilibrium stage, given a compound nucleus excitation energy Etot, the
excitons are emitted by means of nucleon-nucleon interactions until Etot is below any
emission threshold.

The second de-excitation phase is equal both for nucleon-nucleus and nucleus-nucleus
interactions and, depending on the energy and the target nucleus mass, it consists of:

• Nuclear evaporation: emission of light fragments (Z ≤ 2) with a kinetic energy of
few MeV, similar to the evaporation of a hot system.

• Fermi break-up: the nucleus breaks into lighter fragments if the excitation energy
exceeds the binding energy of the fragmentation channels. This effect occurs only
for light nuclei with A ≤ 16, which is the typical scenario in PT.

• Fission: The heavy (Z ≥ 65) excited nucleus can break into two fragments. Since
in the human body such heavy nuclei are not present, this is not relevant for PT.

• Gamma emission: The last stage of the de-excitation process is given by the emis-
sion of γ rays in order to reach a final configuration only with stable nuclei.

1.3 Biological effects of ionizing radiation

The biological effect of the ionizing radiation exploited in PT is the ionization of the
molecules contained in the cells. In particular, after a rapid cascade of chemical reactions,
the molecules are damaged or converted into highly reactive particles with unpaired
electrons known as free radicals.

An overview on the damages involved by hadrons adopted in PT is presented in the
next subsection, followed by a summary of the definitions and the parameters adopted
in PT.

1.3.1 DNA damage

As verified by experimental measurements [47], the main goal of PT treatments is to
damage the DNA. Indeed, it is the largest molecule in the cell, it is present only in two
copies with a very limited turnover and it is central to all the cellular functions.

The DNA can be damaged both directly and indirectly by the incident radiation as de-
scribed by the oxygen-fixation hypothesis depicted in Fig.(1.8). In details, the free radicals
produced by the ionizing particles can damage the target molecules directly breaking
a DNA bond, or indirectly if other participants are involved. In the latter case, a free
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Figure 1.8: Picture of the oxygen fixation hypothesis [46].

radical produced in water (R*) is unstable and, reacting with oxygen, it leads to the pro-
duction of RO∗2. After further reactions, this particle can generate ROOH in the target
molecule. In this way, it leads to a stable change in the chemical composition of the tar-
get molecule and the damage is said to be chemically fixed. In the absence of oxygen, the
unstable R* molecule has a longer half-life and it can react with H+ chemically restoring
its original form, not damaging the target molecule.

Natural DNA damages are common events since each human cell is subject to about
70000 lesions per day, classified as [48, 49]:

• Base damages: this is a very common type of genomic damage consisting of a
chemical modification to a base of a nucleotide. It includes different effects such
as: cytosine deamination, depurination, depyrimidination and 8-oxoG damage.
About 25% of the spontaneous lesions are base damages.

• Single Strand Breaks (SSB): it occurs when one of the two DNA helix structure
is damaged. Spontaneous SSBs are very frequent, estimated to be about 55000 per
cell per day (∼ 75% of the total lesions).

• Double Strand Breaks (DSB): if two SSB affect the same DNA molecule on both
the helix, the damage is more severe with respect to SSB and it is defined as DSB.
The estimated frequency of DSB per cell per day is about 25/70000.

• Clustered lesions: referred to complex lesions or locally multiplied damaged sites.
It is defined as the case in which two or more lesions are located within 10 or 20
base pairs (∼1-2 helical turns of the DNA). This category has great variability due
to the multiplicity of the type of lesions and the number of lesions per cluster. Due
to its complexity, clustered lesions are the most difficult to be repaired, showing
a great level of damage and mutability due to inaccurate repair. It is very rare in
nature if not induced by ionizing radiations or chemicals [49].
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The effectiveness of ionizing radiations are various depending on the different DNA
repair systems that contrast the diverse forms of damages caused by different agents.
The main goal of PT is to produce permanent damages in the tumorous tissues by means
of clustered DSB lesions. On the contrary, the aim of the space radiation protection is to
limit the more damaging lesions induced by the space radiations as much as possible. In
both cases, the biological effects of the ionizing radiations have to be estimated properly.
A general trend of the reparability, mutagencity, cytotoxicity and damage complexity is
shown in Fig.(1.9).

Figure 1.9: Classification of DNA damages. The damage complexity increase from left to right, corresponding
to an increase of mutagencity and cytotoxicity and a decrease of the reparability [49].

1.3.2 Dose and LET

In order to evaluate the radiation effectiveness, the ionizing particle energy release must
be quantified. In radiotherapy and space radioprotection it is measured by means of
the Absorbed dose (D), defined as the energy deposited in matter (dE) by the ionizing
radiation per unit mass (dm) and measured in Gray (Gy=Joule/Kg):

D =
dE

dm
(1.17)

typical dose values adopted in protontherapy are of the order of 60-70 Gray divided in
30-35 fractions and delivered to the tumor in 6-7 weeks.

Distinct types of radiations leading to the same amount of absorbed dose can have
very different biological effectiveness. A parameter that can take into account and eval-
uate this diversity is the Linear Energy Transfer (LET), defined as the amount of energy
(dE) locally transferred from an ionizing particle to the material traversed per unit dis-
tance (dl):

LET∆ =

(
dE

dl

)
∆

(1.18)

The ∆ is an upper threshold for the energy of secondary electrons, adopted to consider
only the amount of energy deposited close to the primary particle track. The LET defined
in (1.18) is usually referred as restricted LET and it is closely related, but different from the
stopping power due to the ∆ threshold. If no upper limit is considered, the unrestricted
LET (LET∞) is equal to the electronic stopping power. LET values for particles adopted
in clinical treatments are shown in Tab.(5.2).
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The relevance of the DNA damages that a ionizing particle can produce in a cell is
directly related to the LET. X-rays and γ-rays adopted in conventional radiotherapy are
considered as low LET radiation. At the energy of interest for the medical treatments,
their interactions with matter is based on the Compton scattering and the photoelectric
effect. They provides only sparse ionizations leading to a low biological effectiveness.
On the contrary, the heavy charged particles adopted in PT are considered as high LET
particles. In particular, due to their enhanced energy deposition density along the track
path, they tend to create more DSB and clustered lesions, as shown in Fig.(1.10).

Figure 1.10: RKO colon carcinoma cells irradiated with 2 Gy of X-rays (center) and Carbon ions (right). Cell
nuclei are stained in blue with DAPI and DSB damages are stained in red with 53BP1. White scale bars are
1nm [49].

Table 1.1: Average LET values of different radiations in water [50].

Radiation Cut off energy ∆ (eV) LET∆ (keV/µm)
60C gamma rays Unrestricted 0.239

100 0.229
22 MeV X-rays 100 0.19

2 MeV electrons (whole track) 100 0.20
3H β particles 100 4.7
50 kV X-rays 100 6.3

5.3 MeV α particles (whole track) 100 43

1.3.3 Survival curve

In order to quantify the biological enhanced effectiveness of charged hadrons over the
electrons and photons adopted in classical radiotherapy, different parameters have to be
introduced.

The first one is the cell survival curve which represents the fraction of surviving cells
with reproduction capability as a function of the absorbed dose. Figure (1.11) shows
examples of survival curves related to particles with different energy and LET values.
At high doses, all the survival curves tend to have a linear evolution, but in the low dose
region, only the particles associated with a low LET values have a shoulder with a non
linear tendency.
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The conventional parametrization of the survival curves is the Linear Quadratic model:

S(D) = e−αD−βD
2

(1.19)

where S is the survival fraction, D is the absorbed dose, α and β are experimentally
fitted parameters. In particular, α is related to the slope of the linear component of the
curves shown in Fig.(1.11) and β is related to the non linear part.

The ratio α/β describes the shoulder of the survival curves at low doses and it gives
indications related to the reparability of the damages. It depends primarily on the fea-
tures of the target tissues and secondarily on the incident particle properties. In partic-
ular, high α/β ratio is associated to particles with high LET and it corresponds to radia-
tions that can provide more severe and irreparable damages to the target cells. Given the
same type of radiation, particles with lower energies are associated with higher values of
LET and higher values of α/β ratio due to the LET dependency on the particle velocity
(LET∼ β−2).

Considering Fig.(1.11), this fact is true except for the curve associated with the 2.5
MeV α particles that has the highest LET values, but not the highest α/β ratio. This is
given by the combination of the overkill effect and the stopping power behaviour at low
energies. In particular, in the former case the projectile delivers more energy than the
necessary to kill a cell, wasting the dose release. In the latter case, given an absorbed dose
value, the enhancement of the energy loss at low energy range leads to the reduction of
the incident particle fluence with the consequent reduction of the number of damaged
target cells. This effect is shown also in the left figure of Fig.(1.12).

Figure 1.11: Survival curves of human kidney cells exposed in vitro to different radiations with different LET
values [46].

1.3.4 Relative Biological Effectiveness

The α/β ratio is a parameter strictly related to the linear quadratic model and it is not
sufficient to fully take into account the different biological effectiveness aspects. A more
comprehensive parameter is the Relative Biological Effectiveness (RBE) defined as the ratio
of a reference radiation dose (Dref) and the dose of the interested radiation (Dtest) that
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produces the same effect (isoeffect):

RBE =
Dref

Dtest

∣∣∣∣
iso

(1.20)

The reference radiation commonly adopted is the 250 kVp X-rays or the 60Co γ rays,
since they are low LET radiation sources regularly available in clinical or experimental
facilities. Typically, the RBE is determined from cell survival curves and the isoeffect is
set to be the 10% of the survival fraction.

The RBE depends on different parameters and it is related both with biology and
physics aspects. As an example, in the former case it depends on the type of the target
cells and on the cell oxygenation level. In the latter case, it depends on the dose and the
incident particle species.

The first picture in Fig.(1.12) shows the RBE evolution for the human kidney cells
featured in Fig.(1.11) evaluated at a survival fraction level of 0.8, 0.1 and 0.001. In all
the cases, the RBE increases with the increase of LET up to a maximum of about 100
keV/µm. Then it drops for higher values of LET due to the overkill effect. The optimum
LET value varies depending on the cell type and the radiation beam. the general trend
is that heavy particles are associated with higher values of optimum LET and maximum
RBE. Typical RBE values for the particles involved in PT are of the order of 1.5-5 for 12C
ions and about 1.1 for protons, depending on the particle energy and LET.

The main goal in PT is to maximize the damage to the tumour sparing the surround-
ing healthy tissues. To achieve this purpose, the RBE has to be maximized in the Bragg
peak region and minimized in the entrance channel. As shown in Fig.(1.13), heavy ions
have similar maximum RBE at the Bragg peak, but only the 12C ion has a low RBE value
of about 1 in the entrance channel. This is one of the reasons why carbon ion has been
selected as the preferred heavy particle adopted in PT. Regarding protontherapy, in clin-
ical facilities the proton RBE is assumed to be 1.1 along all the particle path, but different
studies indicate a wide range of measured proton RBE values close to the Bragg peak.

Figure 1.12: On the left, RBE values as a function of LET, calculated from Fig.(1.11) at cell survival fraction
(SF) levels of 0.8, 0.1 and 0.01. On the right, measurements (black dots) of RBE values of 4 MeV α particles
impinging on cell lines irradiated in vitro. The theoretical RBE calculated with Eq.(1.21) is shown with the line
[46].

The RBE is a fundamental parameter adopted in clinical facilities to prepare the
treatment planning, since the dose deposition evaluation strictly relies on this param-
eter. A first analytic parametrization of the RBE can be performed exploiting the linear
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Figure 1.13: RBE for different heavy ions as a function of the penetration depth [11].

quadratic formula (Eq.(1.19)) to model both the tested and the reference radiation sur-
vival curves. The resulting RBE value calculated as a function of the reference dose (dr)
or the test dose (dt) is:

RBE =
K +

√
K2 + 4Kdr(1 + dr/V )/C

2(1 + dr/V )

RBE =
−V +

√
V 2 + 4V Ddt(1 + dt/C)

2dt

(1.21)

where K = αt/αr , V = αr/βr , C = αt/βt with α and β given by the linear quadratic
model for the test (t) and the reference (r) radiations. An example of measured and
calculated RBE values as a function of the dose is shown on the right panel of Fig.(1.12).
In this case, the RBE has been measured with in vitro experiments and it increases with
the decrease of the dose. The tendency has been verified also with in vivo experiments
[46].

At the moment, a comprehensive RBE model does not exist yet and different theo-
ries have been developed and exploited in different clinical facilities. A list of the most
common RBE models is presented below [51]:

• Local Effect Model (LEM): it has been developed at GSI in Germany [52]. The
basic hypothesis is that the local biological effect is given only by the expected lo-
cal energy deposition, independently from the radiation type. Thus, given a fixed
biological target, the different radiation track structures are the cause of the differ-
ent RBE values. The last version of this model is LEM IV [53] developed in 2010.
In this version, the biological response is directly related to the local DSB density,
including a parametrization for isolated and clustered DSB.

• Microdisimetric Kinetic Model (MKM): it is developed by Hawkins [54, 55] rely-
ing on the theory of Dual Radiation Action [56] and it is adopted mostly in Japan.
In this model, the cell killing depends on the energy distribution spread over a
sub-nuclear region called domain. Assuming the nucleus as a cylinder with a given
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radius R composed of different domains of radius r, the RBE of a given radiation
can be evaluated as a function of R, r and the slope of the specific survival curve in
the limit of LET=0.

• NIRS approach: it is based on the linear quadratic model and it is developed and
adopted at Chiba, in Japan [57]. In this model, the dose is calculated using the
α and β parameters of the linear quadratic model derived from empirical tables.
Then, the RBE is computed measuring the dose of the test radiation at different
depths for different energies by means of in vitro measurements conducted on hu-
man salivary gland tumor cells. Finally, the RBE values adopted for the treatment
planning systems are computed scaling the in vitro RBE values according to the
RBE observed in previous clinical experience with fast neutrons.

Figure 1.14: OER values measured at different oxygen partial pressure levels [46].

1.3.5 Oxygen Enhancement Ratio

A confirm of the different damage mechanisms related to low and high LET particles
is given by the dependency of the radiation effectiveness on the oxygenation level of
the target tissues. Most solid tumours need to develop their own blood supply system,
but this angiogenesis process usually lags behind the faster increase of the number of
neoplastic cells. This leads to the development of hypoxic microregional tumorous areas
that are nutrient deprived and with a lack of oxygen. The presence of oxygen atoms in
a target material can remarkably modify the biological effectiveness of a radiation [58]
and this effect is quantified by the Oxygen Enhancement Ratio (OER), defined as the ratio
between the radiation dose in hypoxia condition (Dhyp) over the radiation dose in an
aerobic condition (Dair), for the same biological effect (isoeffect):

OER =
Dhyp

Dair

∣∣∣∣
iso

(1.22)

The dependence of the radiobiological effectiveness on the degree of oxygen con-
centration is shown in Fig.(1.14): cells with an oxygen partial pressure level below 0.15
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mmHg are the most radioresistant, while the OER rises remarkably for the cells with
an oxygen partial pressure level of about 0.5-20 mmHg. Further increase of the oxygen
concentration enhances the radiosensitivity slightly.

The rise of the radiation damage due to the oxygenation is described by the oxygen-
fixation hypothesis presented in Sec.(1.3.1). The overall effect of the oxygenation on the
biological effectiveness is clearly shown on the left of Fig.(1.15), in which the same cells
exposed to the same radiation have two completely different survival curves due to dif-
ferent oxygenation levels. Contrary to tumorous tissues, normal tissues are considered
to be well oxygenated, thus more sensitive to the radiation effects. However, for the high
ionizing particles adopted in PT, the OER is close to 1 due to their different cell killing
mechanism, mainly based on clustered direct damages and without the need of media-
tors like free radicals. This effect is illustrated in the right picture of Fig.(1.15), in which
the OER decreases with the increase of the LET. The sharp reduction of OER occurs over
the same range of the optimum LET values shown in Fig.(1.12).

Figure 1.15: On the left, survival curves for cultured mammalian cells exposed to X-rays under hypoxic and
oxic conditions. On the right, OER as a funtion of the LET for monoenergetic α and deuteron particles (circles)
and 250 kVp X-rays (triangle) [46].

1.4 Particle Therapy

According to the World Health Organization report [59], the global cancer burden is
significant and increasing. The number of cancer cases per year was of 18.1 million in
2018 and it is expected to be about 29.4 million in 2040. In this framework, radiotherapy
is an essential and inseparable component for a comprehensive cancer treatment and
care. In high-income countries, it is adopted in more than 50% of all cases of cancer,
often combined with surgery or chemotherapy or both.

The aim of radiotherapy is to deliver a sufficient amount of dose to the tumorous tis-
sues achieving local control and sparing the surrounding healthy tissues as much as pos-
sible. In order to quantify the damages on the carcinogenic and the healthy cells caused
by a a given dose of radiation, two quantities are employed. The Tumour Cure Probabil-
ity (TCP) is defined as the probability to obtain tumor control, killing the carcinogenic
cells. The Normal Tissue Complication Probability (NTCP) is defined as the probability to
experience complications and side effects on the healthy tissues of an organ or structure.
Both of them can be visualized on a dose-response curve in order to differentiate among
treatment plans. As shown in Fig.(1.16), the best radiotherapy treatment is the one that



20 1.4 Particle Therapy

enhances the separation region among the two curves defined as the therapeutic window.

Figure 1.16: Dose–response curves for local control of laryngeal carcinoma (solid lines) and late laryngeal
oedema (dotted lines) for split-course treatment (left) and conventional treatment (right). In this case, the latter
treatment is preferred since the protraction of the overall treatment time narrows the therapeutic window [46].

The first tentative of radiotherapy has been performed in 1896 using X-rays on a
breast cancer [60]. Since then, the technology improvement and the research results lead
to the spread and the development of radiotherapy as a well established technique for
cancer treatments.

Nowadays, different hospitals have a linac accelerator adopted for the conventional
radiotherapy. In particular, it is performed with X-rays at few MeV delivered in multiple
beams with different directions and entrance positions to spare the healthy tissues as
much as possible.

In order to determine the treatment, different computer algorithms, defined as Treat-
ment Planning System (TPS), are exploited to model the interactions between the radia-
tion beam and the patient’s anatomy. In details, TPS are adopted to simulate the spatial
distribution of the radiation dose over all the volumes, evaluating the dose deposited
both in the target tumour region and the healthy tissues. They are useful instruments
that help the clinicians to determine the optimum treatment parameters matching the
prescribed dose and constraints.

The state of the art for the photon radiation therapy is the Intensity Modulated Radia-
tion Therapy (IMRT), in which the intensity of the radiation beam is modulated in small
volumes, conforming the radiation dose to the three dimensional shape of the tumor and
decreasing the dose deposition in the healthy tissues [61].

Differently from the conventional radiotherapy, PT is conducted exploiting charged
hadrons, implying the use of cyclotrons and synchrotrons for the beam acceleration pro-
cess. Since the first PT treatment performed with protons in 1954, more than 100000
patients have been treated with protons and more than 10000 with carbon ions [62].

The advantages of this technique over the conventional radiotherapy is given both
by biology and physics properties. The former is given by the enhanced biological effec-
tiveness presented in Sec.(1.3). The latter is represented by the different dose deposition
profile of the charged particles, as illustrated in Sec.(1.2) and shown in Fig.(1.17). Due to
the presence of the Bragg peak in the charged hadrons depth-dose profile and the conse-
quent enhanced peak-to-plateau ratio, the dose conformation to the tumour volume can
be achieved with higher precision. As shown in Fig.(1.18), PT adopts a minor number
of beam entrance positions and it better preserves the healthy tissues with respect to the
conventional radiotherapy.

In order to cover the tumour volume along the beam longitudinal coordinate, a single
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beam with a given energy is not sufficient since the Bragg peak is too narrow. Thus,
different beams with slightly different energies are superimposed to obtaining a broad
irradiation profile called Spread Out Bragg Peak (SOBP), as shown in Fig.(1.19).

In clinical practice, the SOBP is created smearing the beam energy with passive or
active modulations. In the former case, it is performed placing passive material layers
with grooves called ridge filters. The filters are developed to produce a constant biological
effect, taking into account the variation of RBE as a function of depth. In the latter case,
the target volume is divided into layers with an equal beam energy and each layer is
composed of a grid of points called voxels. Then, a pencil beam is delivered by means
of a magnetic scanning system to each voxel, modifying the beam energy between the
layers.

Figure 1.17: Depth-dose profiles of 60Co − γ radiation, photons and 12C ions at different energies in water
[20]

The development of techniques and technologies in this field is still in progress mainly
to explore new radiation approaches, to enhance the range monitoring devices and to
improve the current TPS. At the moment, all the hadrontherapy centers spread over the
world adopt proton and/or carbon ion beams for the clinical treatments. However, the
use of other species of ion beams are still under study, focusing the efforts on the possi-
bility to exploit helium and oxygen particles [4].

Regarding the range monitoring, the nuclear reactions in PT lead to the production of
secondary particles that can be exploited to measure the beam range in the patients, due
to their correlation with the Bragg peak position. In the last years different devices have
been developed aiming to perform a monitoring of the treatments, with the purpose to
take into account the range uncertainty due to patient positioning, anatomic changes,
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Figure 1.18: Example of a typical dose distribution achievable with X-rays (left) and protons (right) [63].

Figure 1.19: Example of measured and calculated SOBP curves obtained with protons at different energies
[64].

beam delivery and dose deposition calculation [65]. As an example, the INSIDE project
recently installed in CNAO (Italy) measures the secondary protons and the PET photons
to provide an online monitoring for both carbon ion and proton therapy treatments [66].

At present, one of the open questions in PT is related to the effect of the nuclear in-
elastic interactions on the dose deposition and how to include them in the current TPS.
As described in Sec.(1.2.4), there are two distinct outcomes from the nuclear inelastic
interaction: the fragmentation of the projectile in case of heavy ion therapy and the frag-
mentation of the target nuclei both in proton and heavy ion therapy. The two cases and
their relative relevance in PT will be discussed in detail in the next subsections.

1.4.1 Projectile Fragmentation in Particle Therapy

At the therapeutic energies, a fragmentation of the incident particle can occur only for
projectiles with A>1, thus excluding protons. The bulk of the resulting heavy secondary
particles have almost the same velocity and direction of the primary, but with a lower
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mass. Instead, light fragments are emitted with a wide angular spread, up to 90◦. The
result is a build up of lower Z fragments with longer range and larger angle spread. The
overall effect is the creation of a halo of projectile fragments that smears out what would
otherwise be a sharp beam edge, releasing undesired dose beyond the Bragg peak and
at larger angles.

The build-up curves of the secondary fragments produced by a 400 MeV/u 12C ion
beam in water is shown in Fig.(1.20). All the fragments are progressively produced with
increasing depth, until a maximum reached at the Bragg peak. Beyond this peak, the
amount of secondaries is reduced since all the primary carbon ions are stopped. In this
region only light fragments can be produced from the secondary particles, leading to a
long dose deposition tail after the Bragg peak.

The main contribution of the secondaries is given by proton and helium particles.
All the other heavier fragments have an yield with one order of magnitude lower. In
particular, the beryllium isotopes yield is even more reduced due to the prompt break
up of 8Be into two α particles.

Regarding the angular distribution of the fragments, as shown in Fig.(1.21), all the
particles are produced focused in the beam forward direction, with an increasing width
for the particles with a smaller charge. The FWHM ranges from the 3◦ of Boron frag-
ments to the 10◦ of hydrogen particles. In particular, at the Bragg peak depth, the frac-
tion of secondaries emitted with an angle > 10◦ is of about 40% for protons and of 7%
for helium fragments. No relevant differences are observed between the two angular
distributions at the two different depth of Fig.(1.21). Thus, the angular spread is mainly
caused by the fragmentation process itself and only slightly influenced by the multiple
Coulomb scattering.

All these effects should be considered in the TPS simulations in order to estimate the
whole dose deposition correctly. A comparison between the measured heavy fragments
build-up data with the simulations is shown in Fig.(1.22). The MC code adopted is based
on TRiP98 [67], which is the computational kernel for the TPS developed and adopted
for the 12C ion therapy at GSI. The mismatch between experimental data and simulation
results for the heavy ion fragments build up curves has a maximum of about 20-30%.
There is also a contribution to the dose deposition from secondary neutrons, that has
been estimated to be ten times smaller than the dose given from the charged fragments
[3].

In order to improve the current TPS, more experimental data are necessary to study
the nuclear interaction models and to improve the MC simulation codes. In particular,
measurements performed on thick targets as done in [68] are not appropriate to test the
nuclear reaction models with sufficient details. Experiments performed with thin targets
that adopt large acceptance and high resolution spectrometers are needed.

1.4.2 Target Fragmentation in Proton Therapy

Both in protontherapy and in heavy ion therapy, the fragmentation of the target nuclei
occurs along all the beam direction from the entrance channel to the Bragg peak depth.
The secondary particles are isotropically produced and they include evaporated neu-
trons, protons and recoiled heavy target nuclei. The latter has a short range of the order
of few µm and leads to an additional non negligible dose deposition. Due to their limited
range values, the detection of target fragments is very difficult, establishing an arduous
technological challenge. For this reason there are few data about target fragmentation
and this effect is not considered in the current TPS.

A recent study performed with CR-39 plastic nuclear track detectors [69] measured
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Figure 1.20: Build-up curves of secondary fragments produced by 400 MeV/u 12C ions in water for all the
fragments (a) and with an expanded view for the heavy particles (b). The yields were obtained integrating the
measured angular distribution for all the particles emitted in a forward cone of 10◦ with respect to the beam
axis [68].

Figure 1.21: Angular distribution of charged fragments produced by 400 MeV/u 12C ions in water targets of
15.9 cm(a) and 31.2 cm (b) [68].

the secondary target fragments fluence and dose contribution generated from PT projec-
tiles at the Bragg peak plateau. The left panel of Fig.(1.23) shows the secondary frag-
ments fluence distribution as a function of LET. Each LET spectrum follows a power-law
curve with different shoulders due to the different fragment composition. The abso-
lute fragments fluence from the carbon ion beam is four times higher then the proton
beam due to its higher nuclear cross section. However, due to the enhanced LET of the
heavy ion particles (10.9 keV/µm for 12C and 0.53 keV/µm for protons), the required
primary carbon ion fluence is smaller than the primary proton fluence to deliver the
same amount of dose. The results of these two competing effects are shown in the right
panel of Fig.(1.23), in which the secondary fragments fluence spectra are normalized to
the primary beam dose. As expected, the stopping power dependence on Z2 wins over
the A2/3 dependence of the nuclear cross section. The proton normalized fluence is 5.4
times larger than the carbon ion and 1.6 larger with respect to the helium ion normalized
fluence.
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Figure 1.22: Measured (full symbols) beam loss of 12C ion particles at 200 MeV/u (blue) and 400 MeV/u
(red) in water with the heavy fragments build up curves, together with the TRiP98 simulated results (open
symbols). Correction factors between 0.8 and 1.3 have been applied on the simulated build-up curves of the
heavier fragments (B, Be, Li) to achieve agreement between measurements and calculations [68].

Table 1.2: Dose and fluence measurements for target fragments produced by different primary ion beams
with the same initial fluence (Fp) of about 1.7 · 1010cm−2 [69].

Beam Energy
[MeV/u]

Primary dose
(Dp)[Gy]

Fragments dose
(Ds)[Gy]

Ds/Dp[
·10−3

] Fragments fluence
(Fs)

[
·106cm−2

] Fs/Fp[
·10−4

]
Proton 157 14.86 0.18± 0.01 12.19± 0.38 1.93± 0.04 1.10± 0.03
Helium 145 62.80 0.47± 0.01 7.43± 0.12 4.75± 0.07 2.73± 0.04
Carbon 383 302.7 0.68± 0.01 2.25± 0.04 6.62± 0.08 3.99± 0.05

From the LET spectra, the fragments absorbed dose contribution can be calculated
and the overall results are summarized in Tab.(1.2). As for the fluence, also in this case
the target fragments produced by carbon ion beams release a higher amount of absorbed
dose with respect to the proton beam, but the relative dose contribution with respect
to the primaries is lower. The results show that in the Bragg peak plateau, the target
fragments produced in proton therapy release about 1.2% of the total absorbed dose
with a relative fluence of 1.1 · 10−4. The contribution for the helium and carbon ion
beams are lower, but not negligible. In all the cases, the nuclear interactions make a
significant contribution to the dose deposition at the plateau of the Bragg curve that
should be considered in the TPS.

As resulted from a study performed with MC simulations [2], the target fragments
dose deposition ahead of the Bragg peak is even more relevant. Fig.(1.24) shows the
expected number of cells killed by ionizations and from secondary fragments along the
primary beam path, assuming that each cell hit by a secondary particle die. Both the
numbers of ionization and fragmentation events increase approaching to the Bragg peak,
but in the entrance channel the target fragments contribution is about 10% and it reduces
to about 2% at the Bragg peak. The previous experimental measurements and this MC
simulation results are in agreement about the target nuclear inelastic contribution at the
Bragg peak. However, further measurements are required to improve the target frag-
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Figure 1.23: Measured absolute fluence (A) and fluence normalized to primary beam dose (B) as a function
of LET for target fragments produced by different primary ion beams [69].

mentation models and to be adopted as benchmark for the MC tools.
Furthermore, in the current TPS the proton RBE is assumed to be 1.1 along all the

LET range, but different studies show the inaccuracy of this approximation measuring
different values of RBE, even up to 3.5, as shown in Fig.(1.25). The motivations of this
fluctuation are still under studies, but nuclear interactions are one of the possible causes.
Even if no clinical data reported about severe side effects due to the use of a fixed proton
RBE value, a more complete RBE model that includes also the fragmentation effect is
necessary to improve the current treatments.

In conclusion, nuclear inelastic interactions are not yet properly considered in the
current TPS leading to possible relevant underestimate of dose calculation both in heavy
ion and in protontherapy. In order to improve the current TPS, to enhance the present
nuclear reaction models and to check the MC simulation output, new measurements
on the fragmentation cross sections of the particles at the energies adopted in PT are
required.

1.5 Radioprotection in Space Missions

Since the last century, one of the main space endeavors is the exploration of planets
and satellites close to the Earth. The National Aeronautics and Space Administration
(NASA) planned different long term missions, including a new lunar exploration with
the landing of astronauts on the Moon by 2024, and a long term mission on Mars with a
rover and a helicopter [5]. One of the most critical aspect of these missions is the health
of the crew and the radiation hardness of the involved detectors. Once the astronauts
leave the Earth with its protective environment provided by the magnetosphere, they
are subject to space radiations composed of different particles at different energies. For
the long term missions, the two main radiation hazards are:

• Galactic Cosmic Radiation (GCR): it is composed of ionized particles from the en-
tire element table with energies up to 1020 eV. In details, the GCR consists of elec-
trons (∼ 1-2%) and baryons (∼ 98-99%). The latter composition is given by about
85-90% of protons, 10-14% of helium and ∼ 1% of heavy nuclei (Z>2), depending
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Figure 1.24: Schematic view of cells killed by primary ionization (greed dots) and fragmentation effect (red
dots) at the entrance channel and close to the Bragg peak [2]. The depth is of the order of centimeters and the
dose is in arbitrary units.

on the solar modulation. The detailed proton and heavy ion nuclei energy spectra
is illustrated in Fig.(1.26). All the spectra are influenced by the solar activity. How-
ever, they are characterized by a peak at few hundreds of MeV/u followed by a
long tail of high energetic particles.

• Solar Particles Events (SPE): they are particles generated during the solar flares.
The SPE are composed of protons ∼ 90%, helium ∼ 10% and heavy (Z>2) ions
∼ 1% with typical energies between 1 MeV/u up to several hundreds of MeV/u.
They have great variability both in particle flux and energy spectra, as shown in
Fig.(1.27).
The SPE can be further divided into impulsive and gradual events. The former has
a short duration (< 1 day) and it is characterized by a high proton content. Due to
the limited fluence, it does not represent a serious radiation hazard. The latter has
a duration of the order of few days. It has a higher flux and a wider longitudinal
spread. In this case, the proton flux has a typical steep rise up to a maximum with
a time scales of tens of minutes to an hour, followed by a second intensity peak at
energies below 50 MeV that could also be higher than the first peak.
Differently from the impulsive events, the gradual SPE represent a significant ra-
diation hazard that the space missions must take into account carefully. One of
the difficulty for the radioprotection from SPE is given by their unpredictable fre-
quency and intensity. As an example, no anomalous large solar flares occurred
during Solar Cycle 21 (1975-1986), but six large events had been detected in the So-
lar Cycle 22 only in five months between August and December 1989. In general,
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Figure 1.25: Proton RBE values for 10% survival fraction, extracted from database independent of α/β ratio.
[2].

particles from SPE have lower energies compared to the GCR barions and they oc-
cur only in a limited time window, representing a minor hazard in the long term
space missions.

Figure 1.26: GCR Energy spectra for proton (left) measured by PAMELA experiment from 2006 to 2009 and
for heavy ion (right) measured by CRN, HEAO-3 and ACE-CRIS experiments. In the latter case, the elements
spectra are shifted on the vertical axis to avoid overlap [70].

Even if protons are the most abundant particles both in SPE and in GCR, their con-
tribution to the absorbed dose is limited due to the energy loss dependency on the pro-
jectile charge (dE/dx∼ z2). In addition, they have poor radiobiological effectiveness
(proton RBE∼1.1) compared to heavy ions (e.g.: carbon ion RBE≥3). The 1% of heavy
particles in GCR flux is responsible of about 60% of the overall dose equivalent deposi-
tion in unshielded space. In particular, the largest dose equivalent contribution in free
space is given by the iron ions, due to its high charge (Z=26) and high LET value (155
keV/µm in water). A summary of the particles contributions to dose equivalent, cell
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Figure 1.27: Integral energy spectra of some intense SPE happened in the last century [33].

death, neoplastic transformation and mouse tumors is shown in fig(1.28).
For the common people living in Europe, the annual effective dose absorption is

between 2 and 5.5 mSv. On the Mars surface, the measured annual GCR effective dose
rate is of 232 mSv and the SPE dose equivalent per event is of 0.025 mSv/event. A
common way to mitigate both the effects of SPE and the heavy ion GCR is the use of
passive shielding materials.

Figure 1.28: Contribution from different GCR charge groups to different radiation quality factors [33].

In case of SPE, the more dangerous events are those with a high fluence (> 107

protons·cm−2) of protons with energy grater than 30 MeV. For a mission of 120 days,
the probability to deal with at least one of such large SPE is of about 80%. For a mission
of 540 days, there is almost no chance to avoid a large SPE, making the shielding from
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SPE an essential part of the space missions.
Considering the models based on the past SPE data, the amount of material required

to be shielded from the most dangerous solar events has been estimated to be of the
order of 20 g/cm2. Since the typical thickness of spacecrafts is of the order of 5 g/cm2,
the required shielding is usually reached in localized areas called storm shelters placed
within the spacecrafts. In case of large SPE, an alarm is triggered and the astronauts can
take cover in the storm shelters for the whole event duration.

In order to develop an efficient warning system to foresee the arrival of the SPE par-
ticles, different studies are focused on the detection and the correlation of the relativistic
solar electrons with the SPE. In particular, the electrons could be detected up to one hour
before the subsequent proton arrival and they could be related to the proton integral
flux, providing a useful alarm system for the large SPE [33].

Also for the GCR, a passive material can be adopted to protect the astronauts ex-
ploiting the nuclear inelastic interactions to break up the incident high Z and high LET
projectile into a shower of lower charge and lower LET fragments. One of the suitable
spacecraft shielding material is aluminum because, depending on its thickness, it can
trigger nuclear fragmentations without the production of too many neutrons. The same
happens also with heavier materials such as steel or lead. As an example, 20 g·cm−2 of
aluminum can attenuate 56Fe and 12C flux of a factor 0.617 and 0.423 respectively. Other
projectiles with intermediate atomic number have in between attenuation factors [71].

However, the overall effect of the shielding material is a complex balance between
the advantages and the harmful effects due to the different LET, RBE and energy de-
position of the various projectile species and fragmentation products. As an example,
the fragmentation of carbon and oxygen ions can increase the radiation hazard leading
to the production of α particles of few MeV that are near to the maximum RBE value.
The same results occur when oxygen and carbon ions do not undergo nuclear inelas-
tic reaction, since their initial LET and RBE values are in the overkill region and they
will increase the biological effectiveness losing energy in the shielding material. On the
contrary, heavy ions with high LET close to the RBE peak such as iron nuclei can take
advantages of the shielding material even without the fragmentation effect, since the
energy loss will decrease their LET and RBE values.

At the moment, there are different studies aiming to improve the passive shielding
material choice and also to develop new protection techniques both for SPE and GCR.
As an example, polyethylene has been identified to be a valuable shielding material due
to its high concentration of hydrogen atoms. Indeed, different experiments have already
been conducted to test this material [72]. An other promising technique for the protec-
tion from GCR is the active shielding. It consists in the deflection of the radiations by
means of electromagnetic fields created by superconductive magnets. The AMS exper-
iment [73] helped to produce different ideas for the active shielding techniques. How-
ever, the effectiveness, the power and mass requirements, the device failure probability
and also the biological effects of strong magnetic field on humans have to be evaluated
properly to develop this new shielding approach.

In order to research new shielding materials, to improve the current MC transport
codes and to develop new stochastic based risk models for the future long term space
missions, new cross section measurements are required. Up to now, many integral cross
section data have already been taken, but there is a significant lack of double-differential
cross section measurements about light particles production and with new materials of
interest [33].



CHAPTER 2

The FOOT experiment

2.1 Introduction

The FOOT (FragmentatiOn Of Target) experiment is a nuclear physics experiment in-
serted in the framework of PT and radioprotection in space. The main goal of the project
is to measure the fragmentation differential cross sections (dσ/dΩ·dE) of the particles
involved both in PT and in space radiations at different energies.

The experiment has been approved in 2017 and it is funded by the Italian National
Institute for Nuclear Physics (INFN). At the moment, the collaboration is composed of
about a hundred physicists from Italy, France, Germany and Japan.

In the project, two different experimental setups have been developed for the detec-
tion of heavy (Z ≥ 3) and light (Z ≤ 3) fragments, due to the different measurement
requirements. The first one is an electronic spectrometer that is composed of different sub-
detectors, each one with a specific goal. The second setup is an emulsion spectrometer
which is a compact detector based on the nuclear emulsion technology.

In order to optimize the detector parameters and to perform preliminary studies by
means of MC data, the FLUKA code has been adopted for the simulation of both the
apparata. The analysis of the MC and the experimental data is conducted by means of a
dedicated reconstruction software developed within the FOOT experiment.

Details about the goals, the strategy of measurement and the experimental plan are
illustrated in Sec.(2.2). A comprehensive presentation of both the apparata is shown
in Sec.(2.3), followed by the description of the experimental requirements in Sec.(2.4).
Finally, a general description of the FLUKA simulation code and the reconstruction soft-
ware is presented in Sec.(2.5).

2.2 Aims and strategy of measurement

Nuclear inelastic interactions play an important role both in PT and space radiation pro-
tection. As point out in Sec.(1.4) and Sec.(1.5), the current MC simulation codes and the
semi-empirical models cannot properly take into account all the aspects related to the
nuclear inelastic interactions. One of the reasons is the lack of data on the fragmentation
cross sections of particles at typical energies relevant for PT and space radiation pro-
tection. In particular, no data are present for the target fragmentation differential cross
section dσ/dE of protons at 60-250 MeV impinging on 16O and 12C target materials. In
the case of projectile fragmentation, a double differential cross section measurement has
been performed by the GANIL experiment (France), measuring the fragmentation of 12C
ions at 50 and 95 MeV/u on targets of C and C2H4 materials [74, 75]. However, no data
are available at higher energies typical of PT (up to 450 MeV/u) or radiation protection
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in space (on average around 700 MeV/u - 1 Gev/u). A similar scenario is present also for
oxygen data, in which most of the measurements are collected with a projectile energy
below or equal to 280 MeV/u.

The FOOT experiment aims to fill the gap and provide measurements of the double
differential cross sections with respect to kinetic energy and angle, for both target and
projectile fragmentation effects involved in PT and space radiation protection. Details
about the goals and the strategy of measurements adopted to fulfill all the requirements
are presented below.

2.2.1 Motivations and experimental program

The FOOT experiment double differential cross section data taken in the framework of
PT will be exploited by the MoVe-IT (Modeling and Verification for Ion beam Treatment
planning) experiment [76] to improve the current treatment planning systems. The aim
is to properly take into account the biological effects caused by the nuclear inelastic inter-
actions, developing a variable proton RBE model and exploring the hypothesis to extend
the current pool of particles adopted in PT.

In the framework of PT projectile fragmentation, FOOT will measure the cross sec-
tions of 4He, 12C and 16O beams with kinetic energies in the range 200-400 MeV/u, on
targets made of 12C, C2H4 and PMMA (C5O2H8). In particular, 4He and 16O beams mea-
surements aim to evaluate the possibility to introduce these ions in the current PT pool
of particles. For the target fragmentation and the proton RBE studies, FOOT will mea-
sure the cross sections of 12C and 16O at 200 MeV/u on 12C and C2H4 targets, adopting
an inverse kinematic approach.

The same primary beams used in PT are of great interest also for the space radiation
protection field, since they are present in the galactic cosmic radiation with higher ener-
gies. As shown in Fig.(1.26), the fluxes of different heavy ions included in the galactic
cosmic radiations are peaked at about 700 MeV/u. For this reason, FOOT will perform
a set of measurements dedicated to the space radiation protection needs, with the same
pool of particles (4He, 12C and 16O) at 700 MeV/u and impinging on the same target
materials (12C, C2H4 and PMMA).

In addition, all the FOOT experiment data will be exploited as benchmark for the
current MC simulation tools, leading the possibility to improve the current nuclear in-
teraction models and giving benefits to other physics fields.

The first two FOOT data takings have been conducted at the GSI experimental facility
(Germany) with oxygen ions at 200 MeV/u and 400 MeV/u and with carbon ions at 700
MeV/u. The next tests will be conducted at CNAO (Italy) and GSI. These two structures,
together with the HIT (Germany) accelerator, are the facilities where FOOT will take
data, since they can provide the requested primary particles with the energies of interest.

2.2.2 Target material

The choice of the FOOT experiment targets is driven by the necessity to replicate the
human body composition that is mainly given by oxygen (61%), carbon (23%) and hy-
drogen (10%) atoms [77]. Only in the second case, a carbon ion target can be made and
adopted in experimental rooms without any complication. For the oxygen and hydrogen
cases, the handling of a pure gaseous and inflammable material prevents the use of such
kind of targets in the accelerator facilities for safety reasons. In addition, the gas low
density would deeply drop the interaction rate, making the experiment unsustainable.
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In order to overcome all the complications, the FOOT experiment adopts carbon tar-
gets enriched with oxygen and hydrogen particles, i.e.: PMMA and C2H4. The collected
measurements will be subtracted with the pure carbon target data in order to retrieve
the cross sections on pure oxygen and hydrogen targets. As an example, the calculation
of the hydrogen cross section measurement is expressed in Eq.(2.1) and the results from
a previous experiment conducted at Ganil [74] is shown in Fig.(2.1).

σ(H) =
1

2
(σ(CH2)− σ(C)) (2.1)

With this method, a solid target with a thickness of few millimeters can be used avoiding

Figure 2.1: Differential cross section measurements of α fragments produced by 95 MeV/u carbon ions on
targets of CH2 and C. The angular distribution for the hydrogen target is derived by the difference between
both, divided by two [74].

the handling difficulties and enhancing the nuclear interaction probability.
The main constraints about an excessive target thickness are given by the necessity to

limit the probability of secondary fragmentation and the multiple Coulomb scattering.
In addition, the particle energy lost within the target cannot be measured and it lowers
the precision of the results. The main unavoidable drawback of this method is given
by the large uncertainties on the final cross section results. Indeed, the two cross section
measurements in the right part of Eq.(2.1) have similar values and the subtraction results
are an order of magnitude smaller with respect to the initial measured values. This effect
is clearly visible in Fig.(2.1).

2.2.3 Inverse kinematic approach for the target fragmentation measurements

The target fragments produced by protons in PT have energies of the order of few MeV
and ranges of the order of tens of µm. The detection of such particles is not a simple
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task since the fragments can leave the target only if they are produced close to the exit
window, in the last few micrometers of material. Avoiding the use of thick targets, the
development and the handling of a target with a thickness of few micrometers is not an
easy operation. Moreover, the nuclear inelastic interaction rate in such thin target would
be strongly reduced and the initial kinetic energy of the fragments cannot be measured
with high accuracy due to a non negligible energy loss in the target material.

In order to overcome all the difficulties, the FOOT experiment adopts an inverse
kinematic approach to study the target fragmentation effect. The direct kinematic would
imply to measure the fragments produced by a proton beam impinging on a tissue-like
target made of oxygen or carbon ion. On the contrary, in the inverse kinematic approach
the tissue-like atoms are shot against a target made of protons, switching the role of
projectile and target. In this way, the produced fragments have boosted energies and
longer ranges making their detection simple. In addition, the target can be created with
a thickness of the order of millimeters, rising the nuclear inelastic interaction probability
and not relevantly modifying the fragment initial kinetic energy.

In order to recover the original system of reference and retrieve the cross section
data of protons on carbon and oxygen targets, all the four momenta components of the
fragments and the projectile must be measured accurately. This leads to different experi-
mental requirements on the FOOT apparatus performances, but, in this way, the Lorentz
transformation matrix can be reconstructed.

Finally, due to the complications reported in Sec.2.2.2 about the management of a
gaseous target only made of hydrogen atoms, the FOOT experiment will adopt two tar-
gets of 12C and C2H4, exploiting the subtraction of cross sections techniques also for the
target fragmentation studies.

2.2.4 Radiobiology requirements

Different studies have been conducted by means of MC simulations with the current
treatment planning systems to estimate the required accuracy on the FOOT experimen-
tal measurements. Among the FOOT experiment goals, the most stringent requirements
are those given by the PT necessities evaluated by the MoVe-IT experiment. In order
to improve the current treatment planning systems, the maximum uncertainty tolerated
on the differential cross section measurements (dσ/dE) for the target fragmentation pro-
cess is of 10%. For the projectile fragmentation studies, the angular and energy double
differential cross section (d2σ/dΩ · dE) have to be measured with an accuracy at least of
5%. In order to fulfill the radiobiological desiderata, the capability of charge and isotopic
identification of fragments have to be of about 2-3% and 5% respectively.

2.3 Experimental setup

The FOOT experiment designed and developed two distinct experimental setups to mea-
sure the differential cross sections. The reason of this choice is given by the different
properties of light (Z≤3) and heavy (Z≥3) fragments. As resulted from a simulation
performed by means of FLUKA MC code shown in Fig.(2.2), the angular distribution of
light particles are widely spread. On the contrary, heavy fragments are mainly emitted
inside a cone of 10◦ with respect to the initial particle direction.

Due to the distinct angular distributions and the different requirements to detect the
particles, an electronic spectrometer has been designed to detect the heavy fragments. In-
stead, an Emulsion Cloud Chamber (ECC) detector has been developed to measure the
cross sections of light particles with a wide angular range. The lithium (Z=3) fragments
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Figure 2.2: Angular distribution of fragments produced by an oxygen beam at 200 MeV/u impinging on a 2
mm thick target made of C2H4. Data simulated by means of FLUKA.

will be detected by both the setups and the results will be adopted as cross check be-
tween the two apparata.

2.3.1 Electronic spectrometer

The FOOT electronic spectrometer has been developed to detect the fragments with
Z ≥ 3. The setup has an angular acceptance of about 10◦ to contain and detect all the
interested particles. The total longitudinal length is limited by the space availability of
the experimental facilities which can provide the required primary beams. In addition,
FOOT will take data in different structures, so the setup portability is a non negligible
aspect to be taken into account. The total length of the apparatus varies between 1.5
and 3.5 meters according to the energy of the beam. A schematic view of the electronic
spectrometer is shown in Fig.(2.3).

The whole apparatus can be divided in three parts:

• Upstream region: is composed of a Start Counter plastic scintillator and a Beam
Monitor drift chamber. These detectors are adopted in the event trigger system,
in the Time Of Flight (TOF) measurement system and to reconstruct the incoming
primary particle track.

• Magnetic spectrometer: two permanent magnets and a set of tracking detectors
(Vertex detector, Inner Tracker and Microstrip Silicon Detector) are placed just beyond
the target to reconstruct the fragments tracks and momenta.

• Downstream region: is composed of a Tof-Wall scintillator and a Calorimeter. The
former is exploited to measure the fragment energy loss ∆E/∆x and, combined
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Figure 2.3: Schematic view of the FOOT electronic spectrometer detectors.

with the Start Counter scintillator, to provide the particle TOF values. The latter is
adopted to measure the kinetic energy.

The longitudinal position of the downstream region detectors depends on the in-
cident particle beam energy. In details, for the PT measurements conducted with
primaries with a kinetic energy below or equal to 400 MeV/u, the scintillator and
the calorimeter are placed at about 1 meter from the target. For the high energy par-
ticle beams with kinetic energies of about 700-800 MeV/u dedicated to the space
radiation protection data, the downstream detectors are placed at about 3 meters
from the target position, increasing the accuracy of the TOF measurement.

A complete description of the different detectors is presented in the next paragraphs,
including the presentation of the data acquisition system and the trigger logic tested in
a data taking performed at GSI.

Start Counter
The Start Counter (SC) detector is a plastic scintillator adopted to measure the beam rate,
to provide the trigger for the acquisition system and to determine the start time of the
TOF measurement performed with the downstream scintillator.

It consist of a 250 µm thick and 5 × 5 cm2 large squared foil of EJ-228 scintillator
[78, 79] mounted in an aluminium frame and contained in a black 3D printed box. Two
squared windows made of 4 µm of aluminized mylar are placed in the black box cor-
responding to the beam entrance and exit positions. The scintillation light is collected
laterally by 48 SiPMs bundled in 8 channels. A picture of the SC detector is shown in
Fig.(2.4).

The SiPM waveforms are read by a WaveDAQ system [80] that provides also the
SiPMs power supply. The maximum signal sampling rate is of 5 Gsamples/s and the
dynamic range is of 1 V. The incoming signals can be amplified by a factor of 0.5-100
before the digitization in order to have the possibility to exploit the detector for different
projectile species and energies.
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The acquired data are analyzed offline with a constant fraction discriminator tech-
nique to extract a precise measurement of the event time. This information is exploited
by the drift chamber detector as reference time and by the downstream scintillator for
the TOF measurement.

The detector has been tested at CNAO and GSI with carbon and oxygen ion beams
at different energies. A time resolution of the order of 60 ps has been achieved for 12C
ion beam with a kinetic energy of 700 MeV/u.

Figure 2.4: A picture (left) and a technical draw (right) of the SC detector.

Beam Monitor
The Beam Monitor (BM) is a drift chamber originally developed in the FIRST experiment
[81] and adopted both in the electronic and the ECC setups. It is placed above the target
aiming to measure the incoming beam direction and the impinging point position of
the primaries on the target. In addition, for the electronic spectrometer purpose, the
BM multi-track reconstruction capability is exploited to reject the events in which the
projectile interacts inelastically with the SC or the BM itself.

The detector consists of six planes of vertical and horizontal layers of cells, enclosed
by two films of mylar with a thickness of 100 µm placed at the beam entrance and exit.
Each plane is composed of two layers of cells for the vertical and horizontal view, both
perpendicular with respect to the beam line. Each layer is made of three cells and two
consecutive layers of the same view are staggered by half a cell to solve left-right ambi-
guities in the track reconstruction. The cells have a rectangular shape (1.6 cm × 1 cm)
with the longer side perpendicular to the incoming beam direction. Eight aluminium
field wires with a diameter of 90 µm delimit the cell area. Two adjacent cells of the same
plane and same layer, share three field wires. A gold-plated tungsten sense wire with
a diameter of 25 µm is placed at the cell center. It is connected to the BM high voltage
and to the readout electronics. A scheme of the BM detector with a detailed view of an
internal cell is illustrated in Fig.(2.5).

Twelve dedicated front-end electronic boards are adopted to read all the sense wire
signals. The BM output waveforms are connected to a VME leading edge discriminator
which output is read by a VME TDC module integrated in the FOOT experiment DAQ
system.

The detector active area is of about 4 × 4 cm2 and the total length is 21 cm. The
active length, defined as the distance along the beam direction between the sense wire
positions on the first and the last layer of the same view, is of 13 cm. A picture and the
technical draw of the BM is shown in Fig.(2.6).
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The BM operates at about 0.9 bar with a gas mixture made of Ar/CO2 at 80/20% and
with a gas flow rate of about 1 l/h.

The calibration and the performance assessment of the detector has been conducted
at the Trento protontherapy facility with protons at 228 MeV and 80 MeV. The spatial
resolution of the detector is of about 100 µm in the central part of the cell and the related
angular resolution is of the order of few mrad. The hit detection efficiency has been
found to be about 90%.

The detector has already been successfully adopted in two ECC setup data takings
and in the first FOOT electronic spectrometer test, both conducted at the GSI facility with
oxygen and carbon ion beams at different energies. Details on the detector functioning
are illustrated in Sec.(3.3) and the results of the calibration and the performances of the
detector are shown in Chap.(4).

Figure 2.5: Schematic view of the BM detector with a detailed sketch of a BM cell structure.

Figure 2.6: A picture (left) and a technical draw (right) of the BM detector.

Vertex detector
As shown in Fig.(2.7), the vertex detector (VTX) is composed of four layers of silicon
pixel detectors placed at few millimeters beyond the target, achieving a geometrical ac-
ceptance of about 40◦. This detector is adopted to reconstruct the track and the momen-
tum of the particles, together with the other tracking detectors of the magnetic spectrom-
eter. In addition, it is exploited to identify the projectile interaction position in the target
material matching the BM track.
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Each layer of the VTX is composed of 928×960 MIMOSA-28 (M28) Monolithic Active
Pixel Sensors (MAPS). The pixels have a pitch of 20.7 µm for a total transverse active area
of 2.022× 2.271 cm2. The thickness of the epitaxial layer is of 15 µm on a high resistivity
substrate of about 400 Ω·cm. The total thickness of a single layer is of 50 µm and the
distance between the layers is of 2-3 millimeters.

Each pixel includes an amplification and a Correlated Double Sampling (CDS) circuit
that is read out with a 185.6 µs frame readout time. The overall maximum rate capability
of the detector is of the order of 1-2 kHz to avoid excessive pile up. This corresponds
also to the FOOT electronic spectrometer maximum rate capability, since the VTX is the
slowest detector in the acquisition chain.

A previous version of the detector with a former version of MIMOSA-26 sensors has
been adopted in the FIRST [81] experiment reaching a spatial resolution of the order of
5 µm [82].

Figure 2.7: On the left, picture of the target and VTX detector setup; on right, a schematic view of the up-
stream region detectors together with the target and vertex container.

Magnetic system
Beyond the target and the vertex detector, two permanent magnets (PMs) in a Halbach
configuration provide the requested magnetic field to bend the fragments initial direc-
tions making the particles momentum detection possible. The choice of the type and the
configuration of the magnets have been driven by the necessity to match the portability
of the apparatus with the momentum resolution requirement. In particular, a magnetic
dipole in vacuum could satisfy the latter condition, but it cannot be easily moved and
installed in the different accelerator facilities. In addition, the Halbach configuration
allows the installation of a tracking station also in the middle of the magnetic system,
improving the momentum resolution capability.

Each PM is composed of twelve blocks of magnets arranged in an annular configu-
ration, as shown on the left panel of Fig.(2.8). Since the magnetic field increases with the
external radius and decreases with the gap radius, the two PM have been designed with
two different dimensions, in order to provide the required magnetic field maintaining
an angular acceptance of 10◦ for the fragments.

The first PM, close to the vertex detector, has an internal diameter of 5 cm and it
provides a maximum magnetic field of 1.4 T. The second PM, close to the downstream
region, has a gap diameter of 10.6 cm and the maximum magnetic field is of 0.9 T. Be-
tween the two PMs there is a gap of 50 cm where the Inner Tracker detector is installed.

Both the PMs provide a magnetic field with a Gaussian shape along the Y axis, per-
pendicular with respect to the beam direction, as shown on the right panel of Fig.(2.8).
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The Sm2Co17 has been chosen as PMs material due to its capability to maintain the
magnetic properties also in a high radiation environment.

A dedicated mechanical structure has been developed to enclosure and support the
PMs, managing the total weight of about 250 Kg and the repulsion force of about 2000
N present in the gap between the two PMs. In order to allow the installation and the
alignment of the magnetic spectrometer detectors, the mechanical support provides the
possibility to lift the magnets, as shown in Fig.(2.9).

Figure 2.8: On the left, technical draw of the two magnets containing structure; On the right, the computed
magnetic field map.

Figure 2.9: The FOOT mechanical structure adopted to contain all the upstream detectors and the magnetic
spectrometers during the data taking (left) and during the detectors alignment configuration (right), with the
PMs lifted up.

Inner Tracker
The Inner Tracker (IT) detector is composed of two layers of silicon pixel detectors placed
in the two PMs gap and used as the second station of the magnetic spectrometer.

The IT adopts the same M28 sensor as the VTX detector simplifying the DAQ readout
system. The magnetic field effect on the M28 should be negligible [83].

In order to maximize the active area resulted to be about 8 × 8 cm2, the M28 sensors
are arranged in ladders, as in the PLUME project [84] (see Fig.(2.10)). Each IT plane is
composed of two ladders supported by a mechanical frame as illustrated in Fig.(2.11).
Each ladder has eight M28 sensors, four on each side, glued on a 2 mm thick support
structure made of low density silicon carbide (SiC) foam. On each ladder side, the four
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M28 sensors are glued and bonded on a kapton-metal flex cable that provides the com-
munication with the outside world. The dead area between two consecutive sensors
on the same ladder side is of 30 µm and the overall material budget of an IT ladder is
x/X0 ∼ 0.3%.

Figure 2.10: Picture of a PLUME ladder.

Figure 2.11: Scheme of the IT detector from a perpendicular view (left) and along the beam line (right).

Microstrip Silicon Detector
The Microstrip Silicon Detector (MSD) is the last station of the FOOT magnetic spec-
trometer. It is composed of three layers of silicon microstrip detectors placed beyond the
two PMs at about 35 cm far from the target.

The MSD is adopted to reconstruct the position of the fragments with the possibility
to measure also the energy release (∆E) of the particles. In the former case, in addition
to the momentum measurement, the detector is fundamental to match the reconstructed
tracks with the downstream scintillator and calorimeter hits. In the latter case, the re-
dundant independent measurement of ∆E is complementary to the one performed by
the Tof-Wall scintillator which is necessary for the fragments charge identification.

The three MSD layers are separated by a gap of about 2 cm. Each layer has an active
area of 9.6 × 9.6 cm2 and it is composed of two perpendicular Single-Sided Silicon De-
tector (SSSD) sensors glued on a hybrid Printed Circuit Board (PCB) that provides the
mechanical support. The light shielding is achieved exploiting the metallized sensors
backplane, as shown in Fig.(2.12).

Each sensor has a thickness of 150 µm and the strip pitch is of 50 µm. The read out of
each SSSD is performed by means of ten VA1140 chips with a read out pitch of 150 µm,
for a total of 640 channels. The expected spatial resolution provided by the digital read
out is of about 40 µm.
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Figure 2.12: On the left, scheme of two layers of the MSD detector; On the right, the MSD arrangement in the
mechanical support designed for the FOOT experiment.

Tof-Wall Scintillator
The Tof-Wall detector (TW) is composed of two layers of plastic scintillator bars (EJ-200)
[79] adopted to measure the fragments ∆E, position and the last TOF time stamp.

The two layers are arranged along the vertical or the horizontal coordinate, both
perpendicular with respect to the beam line. Each layer is composed of 20 parallel bars
wrapped with a reflective aluminum and darkening black tape. The detector active area
is of 40 × 40 cm2 that corresponds to an angular aperture of 10◦ at 1 m from the target.
Each bar has a dimension of 40 cm×2 cm×2 mm, ensuring a fragments pile-up frequency
at the level of ≤ 1%. The thickness of the bar has been chosen as a compromise between
the requirements given by the ∆E resolution on one hand, and the necessity to reduce
the secondary fragmentation probability on the other hand. A picture of a TW bar and
of the whole detector is shown in Fig.(2.13).

The read out of each bar is performed by four SiPMs placed at both the extremities to
allow the reconstruction of the hit position along the bar. Each SiPM has an active area
of 3×3 mm2 and a microcell pitch of 25 µm, for a total of 4×14400 pixels coupled at each
bar edge. The channels are digitized at 3-4 Gsamples/s by a WaveDAQ shared with the
SC detector. The read out dynamic range is extended over a factor of 100 allowing the
simultaneous measurement of signals from protons to oxygen ions.

The detector has already been tested in different facilities with different primary
beams [85]. As shown in Fig.(2.14), the obtained energy loss resolution σ(∆E)/∆E is
of about ∼ 6 − 14% and ∼ 5 − 7% and the time resolution is of 120-180 ps and 30-40 ps
for proton and carbon ion beams, respectively. Finally, the precision on the time mea-
surement allows a hit position reconstruction resolution along the bar of σpos ≤ 8 mm.

Calorimeter
The last downstream detector in the FOOT electronic spectrometer is a calorimeter placed
just beyond the TW and adopted to measure the kinetic energy of the fragments.

The detector is inherited from the L3 experiment conducted at CERN [86] and it is
composed of 320 Bi4Ge3O12 (BGO) crystals. Each crystal has a truncated pyramid shape
with a length of 24 cm, a front area of about 2× 2 cm2 and a base area of about 3× 3 cm2.
The geometrical configuration of the detector is still under study. At the moment, the
hypothesis is to arrange the crystals in modules of 3 × 3 elements building a spherical
cap configuration as shown in fig(2.15).

The signal of each crystal is collected by a matrix of 25 SiPMs with an active surface
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Figure 2.13: Pictures of a crystal of the TW (left) and the whole detector (right) during a test performed at
GSI.

Figure 2.14: Energy resolution σ(∆E)/∆E (left) and coincidence time resolution (right) as a function of the
energy released (∆E) in two bars of the TW detector. Data taken at Trento and CNAO with protons at 60-230
MeV and carbon ions at 115-400 MeV/u.

of 2× 2 cm2 and a microcell pitch of 15 µm that provides a linear response in the energy
range up to 10 GeV. Each SiPM matrix signal is read out by a board specifically designed
to match its dimensions and to read out also the SiPM temperature. In this way, the
signal variations due to temperature changes can be compensated offline. Finally, the
crystal signals are collected and sampled at 62.5 MSamples/s by a CAEN waveform
digitizer V1740.

Different data takings have been conducted at CNAO and GSI and others are fore-
seen in 2021 to test various SiPM models, digitizer boards and BGO wrapping. The
energy resolution has been evaluated exploiting both the signal amplitude (amplitude
analysis) and its integral (charge analysis).

As an example, Fig.(2.16) shows the signal integral distributions of the data taken at
CNAO with carbon ions at different energies. Each distribution has a Gaussian shape
with a tail on the left caused by the neutrons produced in the crystals that cannot be
contained and detected. This effect leads to an underestimation of the particle energy.
However, the detector resolution is estimated considering the parameters of a Gaussian
fit performed only in the peak region. Similar distributions are collected also with the
amplitude analysis and, as illustrated in Fig.(2.17), the preliminary results obtained with
proton, carbon and oxygen ion beams in the energy range of 70-400 MeV/u, show an
energy resolution σ(Ekin)/Ekin below 2% for the heavy particles (Z ≥ 2), fulfilling the
FOOT experiment requirements for the PT measurements.
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Indeed, in the low energy range (Ekin ≤ 200) relevant for PT, the calorimeter reaches
its best performances since the energy loss of the fragments is mainly due to the elec-
tromagnetic interaction of the incident particles with the target electrons and nuclei.
However, the neutron production sets a systematic intrinsic limit on the detector energy
resolution.

At the energies relevant for the space radiation protection measurement (Ekin ∼
700 MeV/u), the calorimeter cannot fully contain all the fragments and different phe-
nomena including pion production and hadronic showering occur, degrading the detec-
tor performances.

Figure 2.15: On the left, schematic view of the FOOT calorimeter arrangement; on the right, picture of a BGO
crystal.

Figure 2.16: Calorimeter charge analysis distributions for measurements taken at CNAO with carbon ion
beams at different energies. The distributions are normalized to the maximum peak height.

Data Acquisition System
A dedicated Data Acquisition (DAQ) system has been developed to handle the entire
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Figure 2.17: Preliminary energy resolution of a single crystal of the FOOT calorimeter evaluated with an
amplitude analysis (left) and charge analysis (right) technique. The tests have been performed at CNAO and
GSI with different particles at different energies.

FOOT electronic spectrometer data stream derived from all the detectors. The DAQ
scheme is shown in Fig.(2.18). It is based on the simultaneous use of different comput-
ers and specific detector read out systems that communicate through optical fibers and
ethernet cables.

The head of the DAQ is the control PC that is adopted to launch the GUI interface
to start/stop the data acquisition, configuring and controlling all the other DAQ compo-
nents. During the acquisition phase, different computers are adopted for a monitoring
purpose, showing histograms about the general acquisition process and the detectors
status (e.g.: detector occupancy, particle energy loss etc.) with a rate of the order of
seconds.

A storage PC is used during the data taking to collect all the detectors data on a SSD
disk at a maximum rate of 400 MB/s. The data are sent in a second phase to a dedicated
NAS system exploited to store all the FOOT experiment measurements. The data size is
expected to be of the order of 30 kB per event with the main component given by the SC
and TW waveforms (≥ 75%). However, the DAQ can handle a maximum data size of
the order of 100 kB per event.

The FOOT maximum acquisition rate is set by the slowest detector of the setup rep-
resented by the VTX and IT. The M28 chip has a read out time of 185.6 µs that sets an
upper limit on the rate of about 5 kHz. However, in order to reduce the pile-up effects
in the M28 chip, the actual acquisition rate is of the order of 1 kHz.

Trigger
The SC detector, which is the fastest detector of the whole apparatus, is adopted to set
a minimum bias trigger for the data acquisition, avoiding possible sources of systematic
uncertainty given by the trigger selection. In particular, it is a majority trigger fired when
a minimum number of SC channels signals exceeds a given threshold.

Since the expected rate of nuclear inelastic interactions in the target is of the order
of 1% and the acquisition rate is of the order of 1 kHz, the amount of time necessary
to acquire a significant sample of fragmentation data (∼ 5 · 104) would be of about 13
hours, collecting about 5 · 107 events. Considering that the time availability in the accel-
erator facilities is limited, a trigger for the fragmentation events is required to increase
the amount of interesting data reducing the collection of events without any nuclear
inelastic interaction and avoiding a waste of time and resources.

For this purpose, the FOOT electronic spectrometer uses the TW since it is a scintil-
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Figure 2.18: The FOOT DAQ scheme.

lator with a fast time response placed in the downstream region after the target. The
scheme of the fragmentation trigger adopted during a test performed at GSI is shown
in Fig.(2.19). In details, the TW bars placed outside the incident beam direction are dis-
criminated with a low threshold value. In order to fire the trigger, at least two hits of
these bars on one or the other view are requested together with the minimum bias trig-
ger signal derived from the SC. A veto is set by the AND of the two TW central bars that
are hit when no secondary particles are produced.

2.3.2 Emulsion Cloud Chamber setup

In order to measure the differential cross sections of light fragments (Z ≤ 3), the FOOT
experiment adopts a setup based on the nuclear emulsion layer technology, reaching an
angular acceptance of about 70◦.

Details about the emulsion film structures and working principles will be presented
in the subsequent paragraph, followed by the description of the ECC detector and the
experimental setup.

Nuclear emulsion film
The use of nuclear emulsion films in the framework of physics experiments started in
the half of XXth century [88], but the spread in the use of this technology for experi-
mental purposes occurred only between the end of the last century and the beginning
of this century with the DONUT [89], CHORUS [90] and OPERA [91] experiments. In
particular, the OPERA emulsion films needed to be developed in a large scale quantity,
allowing the first industrial production of nuclear emulsions. This led to the possibility
to obtain emulsion films with high sensitivity combined with a low unit cost.
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Figure 2.19: The FOOT fragmentation trigger scheme.

Figure 2.20: On the left, the schematic view of a nuclear emulsion film; At the center and on the right,
a picture of the tracks generated by carbons (center) and protons (right) impinging perpendicularly on the
emulsion layer. In the former case, the delta rays are also visible. The view size is 300× 300 µm [87].

The FOOT experiment nuclear emulsion films are derived from those of the OPERA
experiment, but with differences in technical specifications. In particular, the FOOT
emulsions are composed of two sensitive layers of gel with interspersed AgBr crystals
of 0.2 µm diameter deposited on the two side of a plastic base, as shown in the left panel
of Fig.(2.20). The layer surface is of 12 × 10 cm2, the overall thickness is of 320 µm and
the sensitive thickness is of 140 µm.

When a charged particle crosses a nuclear emulsion film, it ionises the medium along
its path leaving a latent image of the track given by a sequence of sensitized sites. After
a complex chemical process known as development, each site becomes a crystallization
nucleus for metallic Ag and black-silver grains with a diameter of 0.6 µm are impressed
on the particle track, as shown in Fig.(2.20).

Subsequent to the development, a fully automated optical microscope is adopted to
obtain an optical tomography of each field of view of the emulsion layers. Adjusting the
focal plane of the objective lens within the thickness of the films, the three dimension po-
sition of the black-silver grains are reconstructed and digitized. Once the scanning pro-
cedure is finished, a dedicated software has been developed to reconstruct the aligned
grains on a sensitive layer of a film producing micro-tracks. Two aligned micro-tracks
identified on the two layers of the same emulsion film form a base-track and different
aligned base-tracks from adjacent films define a full particle track with an associated
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volume and density. The position resolution of the reconstructed track is of 0.3 µm and
the associated angular resolution is of the order of 1.2 mrad.

The density of a track in an emulsion layer is proportional to the ionization of the
particle. This gives the possibility of a charge identification within the dynamical range
allowed by the detector. For the FOOT emulsions, a minimum ionizing particle leaves
a track with a density of the order of 50 grains/100 µm. In order to overcome the sat-
uration effect that occurs for highly ionizing particles, a refreshing procedure is adopted
to extend the detector dynamical range. In details, the refreshing exploits the progres-
sive oxidation of the latent image centers (called fading) that leads to a decrease of the
number of recorded grains along the track. Since fading is enhanced in conditions of
high temperature and humidity, the refreshing procedure exploits this phenomenon to
partially or totally erase the tracks of the less ionizing particles. This can done keeping
the emulsion films for an appropriate time (e.g.: 24 hours) in a high relative humidity
of 95-98% and at a fixed temperature. Combining the different volumes of the same
track reconstructed after different refreshing stages performed with increasing temper-
atures, it is possible to achieve an accurate particle identification [87]. As an example,
analyzing the data taken with the ECC setup at GSI with oxygen beams at 200 and 400
MeV/u, the refreshing procedure has been conducted at 28◦, 34◦ and 36◦. Scanning the
emulsion films after each refresh, the deleted tracks are respectively mainly from cosmic
rays, protons and helium ions. The choice of the refreshing temperatures needs to be
tuned properly by means of specific calibration data takings conducted with particles
at well known energies delivered on the emulsion layers. The main drawback of the
refreshing procedure is given by the fog, which consists of random background grains
created by thermal excitation and that are enhanced in high temperature environments.
For this reason, the refreshing cannot be performed at too high temperatures in order to
maintain the purity of the collected data. On the other hand, the charge identification is
more challenging at lower temperatures. Thus, different methods have been developed
to perform the particle identification and, in the framework of the FOOT experiment,
new methods based on machine learning techniques are under studies.

Emulsion Cloud Chamber detector
The emulsion cloud chamber is a compact detector composed of different layers of emul-
sion films and passive material. The former are adopted to reconstruct the particle posi-
tion and energy loss. The latter are exploited as target material and absorber layers. As
shown in Fig.(2.21), there are three main sections in this detector:

• Target and vertexing section: the first ECC section is composed of emulsion films
alternated with layers of C or C2H4 target material which have a thickness of 1 or
2 mm, respectively. In this part, the emulsion films are adopted mainly as vertex
detector to reconstruct all the charged fragments tracks. In order to reach a statis-
tically significant number of interaction events, the overall length of this section is
defined by the target material and the incident particle charge and energy.

• Charge identification section: the central section is completely composed of emul-
sion films, aiming to measure the fragments charge with the refreshing procedure.

• Momentum measurement and isotope identification section: the last ECC section
is composed of emulsion films interleaved with absorber layers made of passive
high-Z material. The particle momentum and mass can be evaluated measuring
the length of the entire track and the angles between the base-tracks caused by
the MCS effect. Indeed, in Eq.(1.8) and Eq.(1.12) all the variables can be measured
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directly except the particle mass (m) and velocity (β). Different absorber material
with different thickness are adopted to enhance the dynamical range of the mo-
mentum measurement. As for the target and vertexing section, also in this case the
length and the composition of the absorber layers depends on the incident particle
energy and charge. The passive layers with lower Z are placed at the beginning.

The length of the sections are evaluated by means of MC simulations performed with
the FLUKA software. For the data taking performed at GSI with oxygen ions with ki-
netic energies of 200 MeV/u and 400 MeV/u, the ECC detector composition is shown
in Fig.(2.21). The length of the vertexing section is of 39 mm and 69 mm for the C and
C2H4 targets, respectively. The central charge identification part is long 7.8 mm and the
last momentum measurement section length is of 55 mm and 81 mm for the 200 MeV/u
and 400 MeV/u particle beams, due to the different number of final lead layers (20 and
40). The total length ranges between 11.2 cm and 16.8 cm.

Figure 2.21: Schematic view of the emulsion spectrometer.

Experimental setup
For each ECC exposure, the total number of particles and the irradiation pattern need
to be studied and optimized previously by means of MC studies. Indeed, on one hand,
an excess of the incident particles would increase the tracks pile-up worsening the re-
construction algorithm efficiency and lowering the detector overall performances. On
the other hand, an insufficiency in the number of particles would decrease the statistics
without the possibility to fully exploit the detector. Since the beam monitoring systems
presented in the accelerator facilities do not always have a precise particle counter detec-
tor, the experimental setup adopted for the ECC data taking includes a plastic scintilla-
tor First Start Counter (FSC) and the Beam Monitor adopted also in the FOOT electronic
spectrometer.

The FSC is a scintillator developed in the framework of the FIRST experiment. It is a
250 µm thick disc of plastic scintillator with a radius of 26 mm. The detector light output
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Figure 2.22: A picture of the whole ECC setup with FSC, BM and ECC during a data taking performed at
GSI.

is collected by 160 optical fibers placed at the disc border and grouped in four bundles,
each read by a fast photomultipliers with about 40% quantum efficiency [92].

The two additional detectors are placed above the ECC as shown in Fig.(2.22). In
particular, the scintillator is adopted to count the total number of delivered particles,
to provide the trigger for the data acquisition and the time reference for the BM detec-
tor. The BM is exploited to measure the incident particle direction and impinging point
position on the ECC detector.

During a data taking, the irradiation pattern designed for the ECC is delivered many
times only on the BM and FSC detectors to check the beam properties and stability before
the ECC exposure. If the reconstructed beam profile and the counting results satisfy the
ECC requirements among different repetitions, the emulsions are placed along the beam
line for the exposure. A detailed example of a data taking conducted at the GSI facility
with an oxygen ion beam at 200 MeV/u and 400 MeV/u is described in Sec.(4.3).

Data acquisition system
Since the BM and the FSC need to take data in a stand alone mode both to perform the
ECC data takings and the BM test beams, a dedicated data acquisition system based on
VME and NIM modules has been developed to couple the two detectors. In details, each
of the BM output channel is connected to a leading edge discriminator and then to a
TDC. Instead, the FSC readout channels are connected to a QDC adopted to measure
the integral of the signals and to a discriminator followed by a coincidence module.
The majority given by three out of four FSC channels with a signal is considered as
the evidence of an incoming projectile. Thus, the output of the coincidence module
is propagated to a scaler to count the total number of projectiles and to a dual timer.
This last component is adopted to propagate the trigger signal among the other VME
modules, setting a veto until the event acquisition is completed. The interface between
the acquisition computer and all the VME modules is handled by a VME bridge. When
the trigger is delivered from the dual timer to the bridge, it takes care to collect and send
to the computer the scaler, the QDC and the TDC information. Once all the data of an
event have been written on the hard disk, the bridge sends a signal to the dual timer to
reset the veto and the whole acquisition system is ready for the next event.

The acquisition program is a custom c++ code derived from the FIRST experiment. It
is a flexible software capable to handle different VME modules communicating through
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the VME bridge. In the framework of the FOOT experiment, the program is used to set
the threshold of the BM discriminators and the TDC settings. In addition, it is adopted to
read, pack and save the data collected from the VME bridge. Due to the customization
of the code, it can be easily modified to satisfy the specific requirements of each data
taking..

2.4 Experimental requirements

In order to fulfill the FOOT experiment goals satisfying the radiobiological desiderata
shown in Sec.(2.2.4), different methods are adopted to estimate the fragments charge
and mass. For the light fragments (Z ≤ 3), the ECC refreshing procedure and the high
tracking precision well satisfy all the required performances, as shown in [87]. Regard-
ing the heavy fragments (Z ≥ 3) detected by the electronic spectrometer, the particle
energy loss (∆E), kinetic energy (Ekin), velocity (β) and momentum (p) measurements
are combined with different methods to identify the charge and mass, to perform the
inverse kinematic approach and to evaluate the double differential cross section.

Details about the electronic spectrometer detector measurements, the required per-
formances evaluated by means of FLUKA MC studies and the preliminary results ob-
tained from the tests are shown below, followed by the presentation of the techniques
involved for the fragments charge and mass identification.

2.4.1 Electronic detector required performances

In order to measure the differential cross sections and to perform the charge and mass
identification, the fragments ∆E, Ekin, β and p have to be measured with a sufficient
precision. Different detectors have already been tested and by means of MC simulations,
the expected and the required performances have been evaluated with the following
results:

• Energy loss (∆E): is measured by the MSD and the TW detectors. This measure-
ment is fundamental for the charge identification and the preliminary detector per-
formances show a resolution of the order of σ(∆E)/E ∼ 3 − 10%, as presented in
Fig.(2.14). In particular, the energy resolution of the TW detector can be modelled
as:

σ(∆E) ∼ a+
b

∆E

where a = 0.904 MeV and b = 18.6 MeV.

• Kinetic energy (Ekin): is given by the sum of the energy depositions of the par-
ticle in the magnetic spectrometer detectors and the calorimeter. The latter gives
the main contribution to the measurement, setting also the resolution that for an
electromagnetic calorimeter can be evaluated as:

σ(Ekin)

Ekin
=

a√
Ekin

⊕ b

Ekin
⊕ c

where a/
√
Ekin indicates the stochastic term related to the fluctuations in the sam-

pling of the electromagnetic shower development, b/Ekin is the noise term given
by the electronic noise of the readout circuit and c is the constant contribution re-
lated to the calibration uncertainties. As shown in Fig.(2.17), the initial tests show
a resolution of σ(Ekin)/Ekin ≤ 2% for the oxygen and carbon ions with energies of
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80-400 MeV/u. Further tests and data takings are foreseen in the near future. How-
ever, a systematic error affects the calorimeter measurements due to the neutrons
produced and escaped from the detector.

• Velocity (β): the particle velocity is evaluated from the particle path length and
TOF measurements with the following formula:

β =
L

c · TOF
(2.2)

where L is the fragment path length from the production position to the TW de-
tector, whose, combined with the SC initial timestamp, provides the TOF measure-
ment. The particle total travelled distance L is given by the global reconstruction
algorithm based on a Kalman filter. It includes the bending due to the magnetic
field and its resolution is of the order of few millimeters, considering also the de-
tector position measurement resolution.

Regarding the TOF resolution, it is evaluated as σTOF =
√
σ2
SC + σ2

TW . Differ-
ent tests have been conducted with the SC and TW detectors in CNAO and GSI
facilities with 115-400 MeV/u carbon and 400 MeV/u oxygen ions. The results
are shown in Fig.(2.23): for carbon and oxygen ions in the PT energy range, the
overall TOF resolution is of the order of 70 ps. For protons, as shown in Fig.(2.14),
the TW time resolution is between 100 and 180 ps and the consequent TOF resolu-
tion is expected to be about 140-250 ps, due to their less ionizing effect. However,
since the electronic spectrometer is designed for the detection of heavy fragments
(Z ≥ 3), the overall results fulfill the experimental requirements of a TOF resolu-
tion . 100 ps. The resolution on the particle velocity is mainly given by the TOF
contribution σ(β) ∼ L

c·TOF 2 · σ(TOF ) and it is of the order of ∼0.006.

Figure 2.23: TOF resolution evaluated as a function of the incident particle type and energy. Data taken at
CNAO and GSI with the SC and TW detectors.

• Momentum (p): is evaluated by means of the FOOT magnetic spectrometer. Each
detector provides different hits that are elaborated by a global reconstruction al-
gorithm based on a Kalman filter. In the FOOT software, two different Kalman
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filter codes have been developed and, at the moment, both the algorithms are in
a optimization stage. The preliminary results show that the required momentum
resolution is of σ(P )/P ∼ 5% and it is achievable.

2.4.2 Charge and mass identification

In order to optimize the FOOT electronic spectrometer performances, a detailed MC
simulation has been developed including all the detectors parameters and materials. By
means of simulations, different methods has been developed for the particle charge and
mass identification.

Charge identification
For the emulsion spectrometer, the fragment charge is evaluated using the refreshing
procedure, exploiting the particle energy loss dependence on the atomic number. The
same physics phenomenon is used also in the electronic spectrometer for the charge
identification with two different methods. The first one involves the MSD and the TW
detectors consisting in the estimate of the Bethe-Bloch energy loss formula shown in
Eq.(1.2) and simplified as:

dE

dx
∼ z2 · f(β) (2.3)

where dE/dx is the energy loss, z is the particle charge and f(β) is a function of the
particle velocity (β), which is expected to be similar to that of the primary particle. In
particular, both the detectors measure the particle energy release ∆E, while the path
length ∆x is considered roughly equal to the detector thickness. The ratio ∆E/∆x is an
estimate of the energy loss that combined with the β measurement provides a charge
identification. An example is shown in the left panel of Fig.(2.24).

Figure 2.24: On the left, preliminary results of the charge identification performed on the fragments detected
by the TW using the energy release ∆E and the TOF measurements. The data has been collected at GSI with
an incident oxygen ion beam at 400 MeV/u. On the right, the cluster size distribution of the M18 sensors pro-
duced by the fragments originated from carbon ion beams at energies between 400 MeV/u and 1000 MeV/u
impinging on different materials [82].

The second method employs the VTX and the IT detectors. In details, when a charged
particle crosses a layer of silicon pixel detector, it fires different adjacent pixels that can
be grouped in a cluster. The number of the fired pixels defines the cluster size and it
depends on the particle energy loss and, consequently, on the incident particle charge.
Considering the results obtained from the data taking conducted in the framework of the
FIRST experiment on the M18 and M26 sensors, which are the previous version of the
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FOOT VTX M28 sensors, an empirical model has been developed to describe the cluster
size as a function of the energy loss [82]:

np = 2π rs log

(
∆E

2πEgTs

)
(2.4)

where np is the mean number of pixels, ∆E is the energy loss, Eg is the mean energy for
the creation of charge carriers (e.g.: Eg = 3.6 eV for silicon material), rs and Ts are two
free parameters. Combining Eq.(2.4) and Eq.(2.3), it is possible to extrapolate the particle
charge from the cluster size and the TOF measurements. Since the cluster size is related
to the energy loss logarithmically, with this method the charge identification capability
is decreased for the high-energy loss and high charged particles, as shown in the right
panel of Fig.(2.24).

The best charge identification performances are obtained by the TW detector. Given
the ∆E resolution of the order of 3-10%, the fragment charge mis-identification level
evaluated by means of MC simulation is below 4%. However, the VTX cluster size
method can be adopted to cross-check the TW results and it can be employed in the
VTX track reconstruction algorithm.

Mass identification
The particle isotopic measurement is a more challenging goal compared to the charge
identification. For this reason, the particle mass is evaluated combining the TOF, mo-
mentum and kinetic energy measurements in three different ways:

1. TOF and momentum:

p = mγ β =
mβ√
1− β2

⇒ m =
p
√

1− β2

β

A1 =
m

u
=

1

u

p
√

1− β2

β

where u = 931.494 MeV/c2 is the atomic mass unit, p is the particle momentum, γ
is the Lorentz factor and β is the particle velocity.

2. TOF and kinetic energy:

p2 = E2
tot −m2 ⇒ m2 γ2 β2 = (Ekin +m)2 −m2

A2 =
m

u
=
Ekin
u

1 +
√

1 + γ2 β2

γ2 β2

where Ekin is the kinetic energy.

3. Momentum and kinetic energy:

E2
tot = p2 +m2 ⇒ (Ekin +m)2 = p2 +m2

A3 =
m

u
=
E2
kin − p2

2Ekin
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Since the calorimeter suffers for the neutron production, the best mass identifica-
tion evaluation is obtained with the combination of TOF and momentum measurements.
However, all the three methods are adopted to reduce the systematic uncertainty and to
achieve the best possible results. The redundancy of the mass determination techniques
is an important key factor in the FOOT experiment to reach the goal. Finally, two meth-
ods are employed to combine the different mass estimates:

• Standard χ2 minimization algorithm: is based on the minimization of the follow-
ing function:

χ2 = f(−→x ) + AT (CCT )−1
A (2.5)

where

f(−→x ) =
(TOF − TOF )2

σ2(TOF )
+

(p− p)2

σ2(p)
+

(Ekin − Ekin)2

σ2(Ekin)
(2.6)

TOF , p and Ekin are the reconstructed values, σ(TOF ), σ(p) and σ(Ekin) are the
respective uncertainty and TOF , p and Ekin are the fit output parameters. A =

(A1 − A, A2 − A, A3 − A) is the mass estimate vector, where A1, A2 and A3 are
the mass estimated values and A is the fitted output mass. The matrix C is the
correlation matrix:

C =


∂A1

∂TOF · σ(TOF ) ∂A1

∂p · σ(p) 0
∂A2

∂TOF · σ(TOF ) 0 ∂A2

∂Ekin
· σ(Ekin)

0 ∂A3

∂p · σ(p) ∂A3

∂Ekin
· σ(Ekin)


• Augmented Lagrangian Method (ALM): is based on a iterative procedure of min-

imization of the Lagrangian function L :

L(−→x ,λ, µ) = f(−→x ) +

3∑
i=1

λici(
−→x ) +

1

2µ

3∑
i=1

c2i (
−→x )

where f(−→x ) is the function to minimize shown in Eq.(2.6), ci(−→x ) = (Ai − A) are
the constraints, Ai are the mass values estimated with the previous methods, A is
the fitted mass output parameter, λi are the Lagrange multipliers and µ is a posi-
tive penalty parameter that, multiplied with c2i (

−→x ), constitutes the augmentation
factor.

The results obtained with both methods are similar. As shown in Fig.(2.25), consid-
ering the expected values of TOF ∼ 70 ps, σ(p)/p ∼ 3.7% and σ(Ekin)/Ekin ∼ 1.5%, the
11C, 12C and 13C peaks are visible and the mass identification can be performed.

The impact of the different measurements to the mass identification is shown in Fig.
(2.26). The most relevant effect is given by the TOF measurement precision, whose also
influences the charge identification performances. Furthermore, in the space radiation
measurements, the calorimeter performances are reduced since it cannot fully contain
the high energy particles. In this scenario, the mass identification performed with TOF
and momentum measurements is even more relevant. For these reasons, different efforts
have been spent to optimize the SC and the TW detectors. In addition, for the space
radiation measurements, the downstream detectors has been shifted far from the target
at about 3 meters to increase the TOF distance and to enhance its resolution.
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Figure 2.25: Example of mass identification performed with the χ2 method on MC simulated data. The
resolution of the measurements has been set to their expected values: TOF ∼ 70 ps, σ(p)/p ∼ 3.7% and
σ(Ekin)/Ekin ∼ 1.5%.

2.5 Simulation and reconstruction

In order to perform the preliminary studies on the FOOT electronic spectrometer, the
FLUKA MC simulation tool has been adopted to generate simulated data. In addition,
a dedicated software has been developed to read and elaborate both real and simulated
data. The FOOT analysis software performs the reconstruction of the detector measure-
ments (i.e.: time stamps, ∆E, detector hits and tracks etc.) and the subsequent analysis
(i.e.: charge and mass identification, cross section measurement etc.).

A brief introduction to the FLUKA simulation tool adopted for the MC data produc-
tion is presented in this section, followed by the illustration of the FOOT reconstruction
software.

2.5.1 Simulation: the FLUKA Monte Carlo code

The MC simulation tool adopted in the FOOT experiment is FLUKA (FLUktuierende
KAskade) [93, 94, 95]. It is a general simulation tool widely employed in different physics
branches for the calculations of particle transport and interactions with matter. One of
the field in which FLUKA is particularly suitable is PT since different specific simulation
features have been developed for the clinical research. The code is continuously updated
with the latest modern physics models, adopting the microscopic models whenever pos-
sible and checking the latest experimental data as benchmark for the simulation output.
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Figure 2.26: Mass identification resolution dependencies for the carbon ion isotopes performed on MC
simulated data. The resolution of the measurements has been set to their expected values( TOF ∼ 70 ps,
σ(p)/p ∼ 3.7% and σ(Ekin)/Ekin ∼ 1.5%) varying, from left to right, the Ekin, p and TOF resolutions.

The main models adopted in FLUKA for the description of the principal physics
phenomena are shown below, followed by the presentation of the simulation output
scheme specifically developed in the framework of the FOOT experiment.

Figure 2.27: Scheme of the electromagnetic interactions models developed in FLUKA [96].

Charged particle transport
FLUKA can simulate all the interactions summarized in the schematic view of Fig.(2.27).
The charged particles are propagated into materials by means of an original algorithm
based on the Moliére theory. It gives the correct lateral displacement due to the Multi-
ple Coulomb Scattering and it handles some demanding challenges such as the electron
backscattering effect and the energy deposition in thin layers, even in the few keV energy
range.

The energy loss mechanism is simulated according to the Bethe-Bloch theory de-
scribed in Sec.(1.2), considering also the Barkas, Bloch and Ziegler corrections. Optional
∆-ray production and transport can be activated taking into account also for spin effects
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and ionisation fluctuations.
The leptons-photons interactions are simulated in a wide energy range of about 12

energy decades, ranging from 1 keV up to 1 PeV. In particular the Bremsstrahlung ef-
fect is based on the differential cross section data published by Seltzer and Berger [97]
[98] interpolated to obtain a finer energy mesh and extended to 1 PeV. It includes also
the Landau-Pomeranchuk-Migdal suppression effect [99] and the Ter-Mikaelyan [100]
polarization effect. All the other leptons-photons interactions simulated in FLUKA are
listed in Fig.(2.27). However, for the FOOT experiment purposes, the most interesting
interactions are the nuclear reactions since the FOOT data will be adopted to benchmark
the FLUKA MC outputs.

Hadron-nucleon interactions
The FLUKA hadron-nucleon interactions are described by the resonance production and
decays for energies below 5 GeV and by a model based on the Dual Parton Model (DPM)
for energies from 5 GeV up to tens of TeV. The DPM is a phenomenological model of par-
ticle production in hadronic and nuclear collisions. It is based on the large-N expansion
of non-perturbative QCD and the Reggeon field theory [101], allowing to describe also
the soft collision process for which the QCD perturbation theory cannot be applied.

Hadron-nucleus interactions
The hadron-nucleus interaction initial stage is simulated in FLUKA with two models:

• PreEquilibrium Approach to NUclear Thermalization (PEANUT): this model is
adopted for particles with momenta below 3-5 GeV/c. It is based on a detailed
Generalized Intra-Nuclear Cascade (GINC) model for the initial hadron-nucleus
non-elastic interaction stage. Then, after the emission or absorption of heavy par-
ticles, the subsequent pre-equilibrium stage model is adopted to describe the de-
excitation of the hot nuclear components, by emission of nucleons and light nuclei
(A<5) until thermal equilibrium is reached.

• Glauber-Gribov cascade: is a field theory formulation of the Glauber model [102]
adopted in FLUKA for particles with momentum higher than 5 GeV/c. In this
model the inelastic interactions are modelled as multiple interactions of the projec-
tile with the target nucleons with the interaction rate obtained from free handron-
nucleon cross sections. As for the PEANUT model, also in this case a subsequent
de-excitation phase is described by nuclear evaporation, fission, Fermi break-up
and γ de-excitation process, depending on the energy and the target-nucleus mass.

For the FOOT experiment, the PEANUT model is the most relevant since the energy of
the particles involved in the measurements is below 5 GeV/c.

Nucleus-nucleus interactions
Depending on the energy, three different models are adopted in FLUKA to describe the
nucleus-nucleus interactions:

• For energy below 0.1 GeV/u and between 0.1 and 5 GeV/u, FLUKA adopts a
Boltzmann-Master Equation model and a Relativistic Quantum Molecular Dynam-
ics (rQMD) model respectively (see section (1.2.4)). The transition energy range
between the two models (100-150 MeV/u) is of great interest for PT and different
efforts have been spent in the last years to smooth the transition, developing an
extended version of the rQMD code [103].
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• at higher energies (≥ 5 GeV/u), a Dual Parton Model and JETs (DPMJET-II or
DPMJET-III) model is adopted to simulate the nucleus-nucleus interactions. In
details, this model is based on the DPM in connection with the Glauber formalism
and it is generally used for the cosmic ray studies.

Details about the different nuclear interaction models are presented in (1.2.4).

FLUKA output
For the FOOT electronic spectrometer, a dedicated simulation output of the FLUKA code
has been developed by the FOOT team completely modifying the FLUKA standard out-
put by means of user routines libraries. Since the FLUKA standard output does not
include an event per event data structure, the customized output is necessary to make
possible the reconstruction of each event, with all the detectors information particle by
particle and event per event.

In particular, the custom output is an ASCII file that contains all the simulated data
and, by means of a program specifically developed, it is converted into a root file orga-
nized in blocks as following:

• Particles block: In this part, the information related to all the particles produced
during the simulation are stored. Here, one can retrieve the particle mass, charge,
barionic number, position and momentum at the production and at the death. It is
also possible to retrieve the pointer to the parent particle.

• Detector block: a dedicated block is reserved to store each FOOT detector output,
collecting all the hits information relevant for a given device. For each hit, the
energy release, the position and momentum values and all the other quantity of
interest for the specific detector is saved. As an example, when a particle enters and
releases energy in a BM cell, in the BM block a hit is registered with the information
about the cell coordinates, the particle entrance and exit position and momentum,
the energy deposition and an index that points to the particle block.

• Crossing block: each time a particle crosses a region defined in the FLUKA ge-
ometry, the information about the crossing position, the particle momentum and a
pointer to the particle block is saved.

In order to perform MC studies, the FOOT data analysis software is developed to pro-
duce the input files adopted by FLUKA to generate the simulated dataset, considering
all the geometry parameters of the FOOT detectors. After the event by event simula-
tion, the FLUKA output contains all the detectors simulated hits and measurements and
it is returned as input to the analysis software to perform the MC study. In this way,
all the geometry parameters and the projectile properties among the simulation and the
analysis software are consistent.

2.5.2 Data analysis

The analysis software developed in the framework of the FOOT experiment is called
SHOE (Software for Hadrontherapy Optimization Experiment). It has been developed
to read both simulated and real data of all the detectors performing firstly a local and
then a global reconstruction procedure. In the former case, the simulated hits or the
raw measurements are elaborated to reconstruct the physics quantities relevant for each
detector. Then, in the latter case, a global reconstruction algorithm processes all the
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information from the detectors to reconstruct the whole event and extract the fragment
tracks and properties, performing also the particle charge and mass identification.

The main tasks of the local reconstruction are:

• SC and TW: On the real data, it process the waveforms with a virtual constant
fraction discriminator algorithm to retrieve the time measurements. In addition,
the TW measures also the energy release of each hit applying a signal amplitude
analysis. In case of MC studies, FLUKA provides directly a simulated time stamp
and the energy release of each particle in each detector.

• BM: On the real data, it combines the time measurements with a given space-time
relation to extract the distance measurements. With the MC simulations, the dis-
tances are directly extracted from the input file. Then, the software performs a
track reconstruction procedure to extract the projectile track parameters from the
BM hits. Further details about the BM operations are presented in Sec.(3.3).

• VTX, IT and MSD: each detector performs a local track reconstruction with the hits
positions read from the real data or the MC file. In addition, the energy releases
are directly measured by the MSD detector and evaluated by means of the cluster
sizes by the pixel detectors.

• CALORIMETER: in case of real data, the signals from each crystal are read and
processed applying an amplitude, charge and shape analysis to retrieve the energy
deposition measurements. Otherwise, FLUKA provides directly the information.
In both cases, a clustering algorithm is performed to take into account the particles
that cross more than one crystal.

In order to take into account the resolution, efficiency, pile-up and the other specific
effects of each detector that cannot be simulated directly by FLUKA, SHOE reproduces
the detector resolutions, it eliminates the simulated hits according to the efficiencies and
it adds the pile-up and the noise hits in order to make the simulation similar to a real
scenario as much as possible.

After the local reconstruction, in the global reconstruction stage all the information
from the detectors are combined to finalize the analysis. At this level, there are no dif-
ferences in the elaboration of MC or real data. In details, the following main tasks are
completed:

• Global track reconstruction: all the tracks and hits reconstructed by the detectors
placed beyond the target are collected and processed to reconstruct the whole par-
ticle track. Two different algorithms based on Kalman filters have been developed
to complete the task. The first one relies on the GENFIT code [104], which is an
open source and experiment-independent set of libraries developed for the track
fitting in nuclear and particle physics. The second algorithm, called TOE (Tracking
Of Ejectile) is a Kalman filter specifically developed in the framework of the FOOT
experiment. It is a lightweight package and it adopts a simplified approach with
respect to GENFIT.
After the track fitting, the particle momentum can be retrieved form the Kalman
filter reconstruction algorithm and the TOF, energy release and kinetic energy mea-
surements can be associated to the reconstructed particle.

• Charge and mass identification: combining the particle energy loss, kinetic energy,
TOF and momentum measurements, the fragment charge and mass identification
can be performed with the aforementioned methods.
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• Cross section analysis: in the final stage, all the information about the particles
measurements and the detectors efficiencies are employed to determine the differ-
ential cross section measurements.

At the moment, the local reconstruction code is completed for almost all the detectors.
Indeed, it has been successfully adopted during the first FOOT electronic spectrometer
test performed at GSI with about half of the whole apparatus.

Since it was not possible to write the global analysis code before the completion of
the local reconstruction part, the global reconstruction is in a development and opti-
mization phase. In details, all the particle identification and cross section measurement
algorithms have been developed with different independent codes that have to be im-
ported in SHOE. After this task, SHOE will be able to process and analyze all the data
that the FOOT experiment will collect in next years.





CHAPTER 3

The beam monitoring system of the FOOT experiment

3.1 Introduction

The work of my Ph.D. thesis is focused on the BM detector adopted in the FOOT exper-
iment. I managed both the hardware settings during the test beams and the software
aspects related to the acquisition and reconstruction codes.

In this chapter, an overview on the principles of operation of the gaseous detectors
will be presented in Sec.(3.2), focusing on the drift chambers. Concerning the FOOT BM,
the aims and a detailed description of the detector will be presented in Sec.(3.3), showing
the detector electric field studies performed by means of Garfield++ simulation code. In
the end, the software developed for the data acquisition and the track reconstruction
algorithm will be described.

3.2 Drift chambers principles of operation

Since the first gaseous detector invented in 1908 by E. Rutherford and H. Geiger consist-
ing of a single wire proportional counter [105], the technology improvement and the sci-
ence progress lead to the development of different types of gaseous detectors. The main
examples of the generations of gaseous detectors are: multi-wire proportional chambers
(1968) [106], drift chambers (1971) [107], time projection chambers (1978) [108], micro-
strip gas chambers (1988) [109], micro-pattern gas detectors (e.g. gas electron multipliers
(1997) [110], micro-mesh gaseous structures (1996) [111]) and many others. At present,
the state of the art is represented by the micro-pattern gas detectors due to their high
spatial resolution, high rate capability, large sensitive area, operational stability and ra-
diation hardness [112]. The gaseous detectors are still widely used and the technological
development is still ongoing.

Despite the spread of gaseous detector types, all of them are based on three main
processes: gas ionization, electrons and ions drift and amplification of ionization. All
these phenomena and the specific functioning of drift chambers are illustrated in the
following subsections.

3.2.1 Gas ionization

The first step for the particle detection by means of gaseous detectors is the ionization
process. The primary ionization occurs when a charged particle (p) enters into the detec-
tor sensitive area and collides with a gas molecule (X) producing an ion (Xn+) and one
or more electrons (ne−) called ionization cluster:

p + X → p + ne− + Xn+ (3.1)

63
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The generation of ionization clusters is a random process and the number of primary
ionization clusters varies according to a Poisson distribution:

P (L/λ, k) =
(L/λ)k

k!
exp (−L/λ) (3.2)

where L is the track length, k is the number of clusters and λ = 1/(NσI) is the mean free
flight path between the ionizing encounters defined by the density of electrons (N ) and
the electron ionization cross section (σI ).

Besides the primary ionization, the majority of the clusters produced along a particle
track are given by secondary ionizations generated by means of intermediate excited
states:

p + X → p + X∗ ; e− + X → e− + X∗

X∗ + Y →X + Y + + e−
(3.3)

where Y is a molecule of the quenching gas necessary for the functioning of the detector
and X∗ is the metastable state of a noble gas. The last reaction shown in Eq.(3.3) occurs
only if the excitation energy of the noble gas X∗ is above the ionization potential of the
quenching gas Y [113].

The overall number of electrons created by a particle in a gaseous medium can be
evaluated with the following formula:

W < NT >= L

〈
dE

dx

〉
(3.4)

where NT is the average number of total ionization electrons generated along a particle
trajectory with a lengthL, dE/dx is the energy loss described by the Bethe-Bloch formula
shown in Eq.(1.2) and W is the mean energy required for the creation of a free electron
that depends both on the gas and the particle properties [113].

The experimental measurements of W are performed indirectly since the energy de-
position of a relativistic particle is too small to be detected as difference between the
initial and the final energy. An example of W measurements is shown in Fig.(3.1). Ex-
perimentally, W depends only slightly on the initial energy for α particles above few
MeV and electrons above few keV.

Typical values ofW , dE/dx, number of primary ionizations (NP) and total number of
electron-ion pairs (NT) generated in the commonly adopted gases are shown in Tab.(3.1).
In case of gas mixtures, a composition law can be used to calculate NP and NT. E.g.:
considering an Ar/CO2 gas mixture at 80/20%, the number of electron-ion pairs created
by a minimum ionizing proton is:

NP = 25 · 0.8 + 35 · 0.2 = 27 pairs/cm;

NT = 2530/26 · 0.8 + 3350/34 · 0.2 ∼ 97.6 pairs/cm

δ-rays
In case of interactions with high energy transfers, the primary electron may cause sec-
ondary ionization clusters. In this case, the electron can be considered as a new charged
particle referred as δ-ray and it is a source of background for the detection of the incident
primary particle. Electrons with an energy above few keV are considered as δ-rays and
the number of electrons with an energy equal or above E0 can be computed as:

Nδ(E0) = W

(
1

E0
− 1

Emax

)
∼ W

E0
(if E0 � Emax) (3.5)
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Figure 3.1: Average energy spent for the generation of a ionization electron as a function of the incident
particle energy for argon and xenon gases [113].

where Emax is the maximum energy transfer allowed in each interaction that can be
computed with a two body relativistic kinematics:

Emax =
2mc2β2

1− β2
(3.6)

where m is the electron mass and β is the projectile velocity in units of the speed of light
c. As an example, protons at 1 GeV/c have β ∼ 0.73 and Emax = 1.2 MeV. Due to the
stochastic nature of the ionization process, the fluctuations of the particle energy loss
distribution can be described by a Landau function with its characteristic tail towards
high energies, up toEmax. Figure (3.2) shows the expected number of δ rays as a function
of E0 in case of protons at 1 GeV in argon gas at normal conditions.

The angular distribution of δ-rays as a function of their energy E can be evaluated

Gas W (eV) dE/dx|min (keV) NP (cm−1) NT (cm−1)
He 41.3 0.32 3.5 8
Ne 37 1.45 13 40
Ar 26 2.53 25 97
Xe 22 6.87 41 312

CH4 30 1.61 28 54
C2H6 26 2.91 48 112
CO2 34 3.35 35 100
CF4 54 6.38 63 120

Table 3.1: Average energy per ion pair (W ), energy loss (dE/dx), primary (NP) and total (NT) number of
electron-ion pairs per cm created by unit charge minimum ionizing particles in noble and molecular gases at
normal temperature and pressure conditions [112].
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with a free-electron approximation and the result is:

cos2θ =
E

Emax
(3.7)

Since typically Emax � E, δ-rays are mostly emitted perpendicularly with the respect to
the incident particle track. However, due to the large mass difference between projectile
and target, the electron directions are completely randomized after just few collisions
with large scattering angles and large momentum transfers. In order to have an idea
about the quantity and the paths of δ-rays, Fig.(3.3) shows a drawing of the δ-rays pro-
duced by the superposition of 10 simulated tracks of protons, helium and carbon ions
traversing a drift chamber filled with an Ar/CO2 gas mixture at standard conditions.
As one can notice, the number of δ-rays strongly depends on the dE/dx of the incident
particle, as described in Eq.(3.5) and (3.4). The irregular path of the electrons is caused
by the collisions with the gas molecules. In addition, the total path length of a δ-ray can
be of the order of different centimeters, being a non negligible source of background.

Figure 3.2: Number of electrons with an energy greater or equal to E0 as a function of E0, calculated for 1
GeV protons in argon gas at normal conditions [110].

3.2.2 Electrons and ions drift

Once an electron-ion pair has been created, both the particles drift through the gas and
scatter on the gas molecules, randomizing their direction at each collision. The particles
instant velocity between the collisions is of the order of c, but if an electric field is applied
across the gas volume, electrons and ions will drift with a net movement in opposite
directions towards the electrodes with an average drift velocity u, which is much smaller
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Figure 3.3: Examples of the delta rays (green tracks) produced by 10 tracks of protons (left), helium ions
(center) and carbon ions (right) in a drift chamber filled with a gas mixture of Ar/CO2 at 80/20%. The pictures
are derived from simulations performed by means of the FLUKA software.

with the respect to the particle instant velocity. In addition, the collisions with the gas
molecules lead to the diffusion process that worsens the detector spatial resolution.

Electrons drift velocity
Considering the electrons, they are accelerated faster with respect to the ions and they
lose only a small fraction of energy due to the elastic collisions with the target atoms.
In this way they reach energies much grater than the thermal motion energy that can
be neglected and their momentum direction is randomized at each collision. Applying
an electric field across the gas volume, the electrons are accelerated towards the anode.
However, part of the kinetic energy is lost due to the scatterings on the gas molecules.
The final balancing effect due to the combination of these two phenomena is a net move-
ment of the electrons towards the anode with a drift velocity computed as [113]:

u2 =
eE

mNσ

√
λ

2
(3.8)

where E is the electric field, N is the number density of the gaseous medium, λ is the av-
erage fractional energy loss per collision, e andm are respectively the electron charge and
mass. Both λ and N depend strongly on the electron energy and the exact gas compo-
sition since they are subject to complex quantum-mechanical processes in the scattering
with the electron shells of the gas molecules.

Given a fixed gas composition and pressure, the electron velocity depends only on
the electric field. In addition, for a certain range of electric field that depends on the gas
properties, the drift velocity is only slightly related to the electric field becoming almost
constant. This is the best condition for the applications that use the drift times of the
electrons to get spatial information (e.g.: drift chambers and time projection chambers).

Examples of electron drift velocities for different concentrations of Ar/CO2 mixtures
are shown in the left panel of Fig.(3.4). Typical values of the electron drift velocities are
of the order of ∼ 106 cm/s, which is order of magnitude higher with respect to the drift
velocity of the ions ∼ 104 − 105 cm/s.

Ions drift velocity
The kinetics of ion movements in gaseous medium is completely different with respect
to electrons. Colliding with gas molecules, ions are not scattered isotropically due to
their heavier mass. In addition, on one mean-free path, an ion acquires an amount of
energy similar to that of the electrons, but a great part of it is lost in the next collision.
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Figure 3.4: On the left: drift velocities of electrons as a function of the reduced electric field (E/P ) in Ar/CO2

mixtures with different concentrations [110]. On the right: drift velocities of different positive noble gas ions
in their own gases as a function of the reduced electric field (E/P ). The limiting cases at low (u ∝ E) and high
(u ∝

√
E) fields are represented by dashed lines [113].

With the typical electric field intensities adopted in drift chambers and other common
gaseous detectors, the ion energy is mainly due to the thermal motion and only a small
contribution is given by the external electric field.

The drift velocity u is directly proportional to the electric field (E) and inversely
proportional to the gas pressure (P ). In order to take into account the reduced electric
field (E/P ) dependence and considering a constant pressure working point, u can be
written as:

u = µ · E (3.9)

where µ is the gas mobility related to the ion and the gas composition properties, but
without a dependence on the electric field up to very high field intensities. Examples of
µ values are shown in Tab.(3.2).

Table 3.2: Experimental mobilities values of different ions in different gases [113, 110]

Gas Ions Mobility (cm2V−1sec−1)
Ar Ar+ 1.535
Ar CH+

4 1.87
Ar CO+

2 1.72
CO2 CO+

2 1.09
CH4 CH+

4 2.26

If a large external E field is applied, the ion thermal motion can be neglected and the
resulting drift velocity is proportional to the square of the reduced field, as in case of
electrons [113]. Examples of the ion drift velocities with the two E field limiting cases
are shown in the right panel of Fig.(3.4).

3.2.3 Ionization and excitation by means of high electric fields

Drifting towards the positive electrode, the electrons are subject to an increasing electric
field. If it is above few kV/cm, the electrons have enough energy to interact with the
gas molecules with different processes such as ionization, excitation and also inelastic
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phenomena. In this phase, the electron and ion movements induce a current on the
electrodes that can be read. The output pulse amplitude depends on the detector shape,
the sizes of the wire, the electric field intensity and the gas composition and pressure.

As shown in Fig.(3.5), given a fixed geometry and gas property, a gaseous detector
operates in different modalities depending on the intensity of the electric field:

• Very low electric field voltage: the electric field is too weak and the electron-ion
pairs created by the incident radiation recombine before to reach the electrodes,
losing the original signal. No gaseous detector can work in this regime.

• Ionization chamber: is the operation modality in which the electric field across
the gas volume is high enough to avoid the recombination process, leading to a
full collection of the initial electron-ion pairs. In this operation mode, since the
signal is generated only by the gas ionizations caused by the incident radiation,
the number of ions collected and the pulse amplitude is constant for a certain high
voltage range.

• Proportional counter: if the electric field beside the electrodes exceeds a certain
threshold value, a multiplication process can take place close to the anode wires,
leading to the creation of the so-called avalanche. In this case the number of sec-
ondary electron-ion pairs is proportional to the original ionization. This is the typ-
ical regime in which a drift chamber operates.

• Limited proportionality: enhancing the electric field, the multiplication process
leads to the creation of a great amount of secondary electron-ion pairs that modifies
the electric field, giving rise to a space-charge effect. In this case, the proportionality
between the signal amplitude and the original ionization is lost, since the pulse
and the number of collected ions are proportional both to the first and the second
ionizations.

• Geiger-Müller counter: if the electric field is high enough, several discharges can
occur in the gas volume due to the de-excitation of the gas molecules. Indeed, the
excited particles release energy emitting photons that can extract electrons by the
electrodes. In this way, the full length of the anode wire is enveloped by electrons
and ions. This is the operation mode of the Geiger-Müller counter. In this case the
proportionality is completely lost and the detector is used to count the number of
incident radiations.

Details about the multiplication process, the space-charge effect, the gas atoms excitation
and the output signal of the detector are shown in the next paragraphs.

Amplification of ionization
As the energy is above the first ionization potential of the gas molecules, the electrons can
create new electron-ion pairs causing a great amount of ionizations. This phenomenon
is usually referred as avalanche.

The Townsend coefficient (α) is defined as the inverse of the mean free path introduced
in Eq.(3.2) and it quantifies the number of pairs produced (dN/N ) per unit length of drift
(ds):

dN

N
= αds (3.10)

The Townsend coefficient is determined by the excitation and ionization cross sections
of the electrons. It depends on the electric field and it is directly proportional to the
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Figure 3.5: The different regions of operation of the gaseous detectors are shown on the gain-voltage plot of
a proportional counter [110].

gas density. Due to its complexity, a fundamental formula of α does not exist yet, but
it can be approximated with analytic expressions valid for different regions of electric
field [114]. Examples of measured Townsend coefficients in different noble gases can be
found in the left panel of Fig.(3.6).

Considering a proportional chamber or the cell of a drift chamber with an anode wire
set at a positive high voltage, the number of electron-ion pairs created in the high electric
field region close to the wire can be computed integrating Eq.(3.10):

G =
N

N0
= exp

∫ a

smin

α(s)ds = exp

∫ E(a)

Emin

α(E)

dE/ds
dE (3.11)

where N and N0 are the final and initial number of electrons in the avalanche, smin
is the distance from the wire center where the electric field is high enough to start the
avalanche, a is the wire radius and dE/ds is the electric field gradient. The N/N0 ratio
defined in Eq.(3.11) is called gain (G). Typical values of G for the detectors working in
the proportional counter regime is of the order of 103 − 105 depending on the electric
field, the gas density (dG/G ∝ dρ/ρ) and many other parameters.

Space-charge effect
For the correct functioning of a gaseous detector, the gain should be kept constant as
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Figure 3.6: On the left: measured Townsend ionization coefficient (α) over the pressure (P ) as a function of
the reduced electric field for different noble gases [113]. On the right: calculated and measured gain drop in
the drift tubes of the ATLAS muon spectrometer [113].

much as possible. One of the source of gain drop that limits the gaseous detector per-
formances is the space-charge effect due to the ion charges. In details, after the creation
of an avalanche, all the electrons are collected on the anode while the positive ions start
to move towards the negative cathode at a relatively slow speed (few cm/s per V/cm)
modifying the electric field across the detector. This leads to a limitation on the rate ca-
pability and to a decrease of the detector efficiency. Indeed, considering a scenario with
a high incident particle rate, the travelling ions can generate a stationary space-charge
density in the gas volume that reduces the electric field with the consequent decrease
of the gain factor and of the detector efficiency. An example of the gain drop effect as a
function of the incoming particle rate is shown in the right panel of Fig.(3.6).

Gas molecules excitation
During the avalanche process, the excited and ionized noble gas atoms can return to
the ground state only by means of radiative processes emitting photons. In addition,
also the neutralization of positive ions can be achieved extracting an electron from the
cathode with the emission of photons or secondary electrons to reach the energy balance.
In both cases, the photons emitted from noble gas atoms usually have energies above
the ionization potential of the metal atoms constituting the cathode. In this way, the
photo-electrons can be ejected from the metal and they can start new avalanches. This
would induce a permanent regime of discharge not allowing a correct functioning of
the detector. As an example, considering the common case of argon gas molecules, the
minimum energy of the emitted photons is of 11.6 eV [110], while the ionization potential
of the aluminum or copper atoms usually adopted as sense or field wire materials is of
5.99 eV and 7.73 eV respectively.

In order to avoid the continuing creation of avalaches, small quantities of polyatomic
molecules referred as quenching gas are added in the gas medium. These particles allow
the absorption of photons in a wide energy range due to their different rotational and
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vibrational excited states. In addition, the polyatomic molecules dissipate the energy in
excess by means of elastic collisions or dissociating into simpler radicals.

Signal creation and readout electronics
The signal generated in a gaseous detector that works in the proportional regime is de-
rived from the induced currents generated by the movements of electrons and ions pro-
duced in avalanches. In the former case, the electrons are produced close to the anode
wire and they reach the electrode within a time typically much less than a nanosecond,
generating a short signal pulse. In the latter case, the ions are produced far from the
cathode where they are collected and, with respect to electrons, they have a reduced
drift velocity that decreases further as they start to move. The ion induced signal is the
main component of the total signal and it is characterized by a long tail [113]. For this
reason, the pulse shape is fundamental to permit a correct signal detection procedure
and to increase the rate capability of the gaseous detectors.

The raw signal derived from the sense wire of a gaseous detector that works in a
proportional regime can be modeled with the following formula:

V (t) = i0RL ·

{
1− e−t/τ 0 ≤ t ≤ t−
e−(t−t−)/τ − e−t/τ t > t−

(3.12)

where i0 is the current collected on the sense wire, t− is the time related to the charge
collection and τ = RL · Cd, in which RL is the resistance placed in series to the sense
wire to set it at the desired high voltage and Cd is the detector capacity. The gaseous de-
tectors based on the time measurements usually adopt a preamplifier circuit composed
of a current amplifier. In particular, the sense wire is connected to an amplifier used in a
negative feedback with a capacitor (Cf ) and a parallel resistance (Rf ), acting as a current
integrator. Then, if the time constant (τ = Cf ·Rf ) is small with respect to the typical du-
ration of the raw signal expressed in Eq.(3.12), the integration do not relevantly change
the signal shape and the circuit acts as a current amplifier. In this way, the time measure-
ment of the signal leading edge is not relevantly modified by the readout electronics. An
example of a readout scheme adopted for a prototype of the FOOT BM detector is shown
in Fig.(3.7). In the picture, the current amplifier components are pointed out in the two
light blue boxes. An example of a signal read from the BM front-end board is shown in
Fig.(3.8).

3.2.4 Principle of operations of drift chambers

A drift chamber is a gaseous detector that works in a proportional regime. The principle
of operation of a drift chamber is based on the timestamps collected by the cells of the
detector and the reference timestamp provided by an external apparatus, that is usually
represented by a scintillator with a fast and precise time response. With these mea-
surements and knowing the drift velocities of the specific gas composition and working
point, it is possible to convert the timestamps into spatial measurements. Then, employ-
ing a reconstruction algorithm, the incident particle track parameters can be retrieved.

The different passages required to obtain the spatial measurements are presented in
the following paragraphs.

Drift chamber time measurements
Considering a charged particle crossing a drift chamber cell as depicted in Fig.(3.9), dif-
ferent electron-ion clusters are generated along its track and they all drift towards the
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Figure 3.7: Scheme of a readout board adopted for a prototype of the FOOT drift chamber [115]. The current
amplifier components are pointed out in the two light blue boxes. The BM has a similar readout electronic
scheme.

anode wire or the cathode plane. Among the electrons, the first that reach the destina-
tion and start the rise of the signal are those placed at the Point Of Closest Approach
(POCA). This is the space position along the particle track in which the distance with
respect to the anode wire is minimized. The electronic signal is then read by a Time
to Digital Converter (TDC) in order to obtain a measurement timestamp TM associated
with the POCA position. The TDC is adopted also to provide a timestamp of the particle
when it crosses an external scintillator, measuring a reference time TR. The difference
between these two timestamps (TM − TR) is the time required by the particle to travel
from the POCA to the scintillator (T0), plus the drift time required by the electrons to
migrate from the POCA to the anode wire (TF ):

TM − TR = T0 + TF (3.13)

T0 is a fixed time that depends only on the geometry of the drift chamber cell and the
scintillator position, while TF is the target of the measurement since it depends only on
the drift velocity and the POCA position.

T0 evaluation
In order to retrieve the TF measurements, T0 needs to be estimated for each cell and
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Figure 3.8: The blue signal of channel 2 is an example of a BM output signal from the readout front-end board
collected during a data taking performed with a proton beam at 80 MeV.

each dataset. To reach this aim, the T0 values can be evaluated from the TM − TR mea-
surements. As shown in Fig.(3.10), the TM − TR distribution is characterized by a steep
rise in the left part of the plot where the difference between the two time measurements
is minimized. The time values in this region correspond to T0, since they are the hits
in which the projectile crossed or passed close to the anode wire and the associated TF
is equal to 0. Indeed, considering Eq.(3.13), the right part of the equation can be mini-
mized only setting TF to zero since T0 is fixed for a given cell and a given experimental
setup. However, due to the stochastic nature of the ionization process, T0 can slightly
vary among the events in which it is minimized, leading to a non perfect straight rise in
the left part of the plot shown in Fig.(3.10).

As an example, in the FOOT experiment the T0 values are evaluated as the mean time
between the start and the peak of the TM −TR distribution. For instance, in Fig.(3.10) the
T0 value is evaluated to be -85.5 ns. The negative value is because in this case TM < TR
due to the cables of different length that introduce different time delays.

Drift chamber space measurements
Once T0 is determined, the TF values are accessible inverting the terms in Eq.(3.13).
Since TF represents the time adopted by the electrons to drift from the POCA to the
anode wire, the corresponding drift distance can be measured if the drift velocity map
between the anode and the cathode is a known parameter. Indeed, if the last condi-
tion is satisfied, it is possible to convert all the TF times into space measurements (or
hits) that represent the distances between the incident particle track and the anode wire
positions of the crossed cells. This conversion map is generally referred as Space-Time
Relations. Since the drift velocity is related to a lot of parameters that can also be run
dependant (e.g.: gas composition, pressure, electric field etc.), in an experimental con-
text the space-time relations is evaluated by means of iterative algorithms, simulations
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Figure 3.9: Principle of operation of a single cell drift chamber. Picture adapted from [116].

Figure 3.10: TM − TR distribution of a given cell of the FOOT BM detector from data taken at Trento with
protons at 80 MeV.

or external calibrations.

3.2.5 Drift chamber spatial resolution

Considering an optimal estimate of the space-time relations, the spatial resolution of
a drift chamber is determined by different phenomena related to the accuracy of the
drift time measurements. The main contributions are given by the primary ionization
statistics, the electronics and the diffusion effect. The consequence of these phenomena
varies as a function of the drift distance, as shown in Fig.(3.11). In addition, there are
a lot of other effects that can play a role (i.e.: multiple Coulomb scattering, energy loss
fluctuations, the sense wire position uncertainty etc.).

Details about the main aspects related to the spatial resolution of the drift chambers
are shown in the following paragraphs.

Primary ionization statistics
Given a particle that generates k electron-ion pairs along its track in the gaseous medium,
one can compute the space distribution of each pair j (1 < j < k) along a normalized
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Figure 3.11: Measured space resolution of a drift chamber as a function of the drift distance. The expected
contribution derived from different sources of uncertainties are depicted with dotted lines [110].

coordinate d (0 < d < 1) with the following expression:

Dk
j (d) =

k!

(k − j)!(j − 1)!
(1− d)k−jdj−1 (3.14)

Considering N as the average number of ionizations per unit length and combining
Eq.(3.14) with the number of primary ionization clusters distribution expressed by the
Eq.(3.2), the general formula to evaluate the space distribution of the pair j can be com-
puted as [110]:

ANj (d) =

∞∑
k=j

P (N, k)Dk
j (d) =

xj−1

(j − 1)!
N j e−Nd (3.15)

Thus, in the case of a particle that crosses the anode wire, the distribution of the closest
electron-ion pair is AN1 (d) = N e−Nd. The average minimum distance between the wire
and the nearest pair can be computed as:

δx0 =< dmin >=

∫ ∞
0

xe−Nxdx =
1

N
(3.16)

Considering the case illustrated in Fig.(3.12) in which a particle crosses a drift chamber
cell at a distance x from the anode wire, the drift time and the associated drift distance
measured by the detector is given by the electron-ion pair created closest to the POCA
position. As calculated in (3.16), the mean distance between the POCA and the nearest
ionization cluster is δx0 = 1/N . Thus, the detector resolution, defined as δx can be
computed as:

δx =
√
x2 + (δx0)2 − x = x

√1 +

(
δx

x

)2

− 1

 ∼ x

2

(
δx0

x

)2

=
1

2N2

1

x
(3.17)
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The 1/x dependence of the resolution indicates that the effect of the primary ionization
statistics on the spatial resolution is more relevant for the particles passing close to the
anode wires.

Figure 3.12: A schematic view of a particle that crosses a drift chamber cell at a distance x from the anode
wire. The ionization clusters are drawn as blue points and the POCA position is drawn in red. The x + δx
length is the measured drift distance.

Electronics
The contribution of the electronics on the detector spatial resolution is given by the accu-
racy of different components adopted for the signal discrimination, shaping and readout.
Each stage of the signal propagation can have an effect on the detector performances. As
an example, a leading edge discriminator can get the resolution worse since each time
measurement depends on the amplitude of the electronic signal. An other example of
source of uncertainty is given by the precision of the TDC adopted to sample the output
of the discriminators. If in the former case a constant fraction discriminator could re-
solve the obstacle, in the latter case the only way to improve the detector performances
is to get a TDC with a better time resolution. However, except some special cases given
by the specific condition of a detector, the general overall contribution on the space res-
olution given by the electronics is a constant value that does not depends on the specific
track position.

Diffusion effect
Considering the simple case in which no external electric or magnetic field is applied,
a localized point-like cloud distribution of ions or electrons diffuses in the gas medium
through multiple collisions following a Gaussian law [110]:

dN

N
=

1

4πDt
exp−(x2)/4Dtdx (3.18)

where dN/N is the fraction of particles found after a time t in the element dx at a distance
x from the origin. D is the diffusion coefficient related to the standard deviation of the
distribution:

σL =
√

2Dt ; σV =
√

6Dt (3.19)

where σL is referred to the linear and σV to the volume diffusion. Examples of diffusion
coefficients are: 0.04, 0.06 and 0.26 cm2/sec respectively for argon, oxygen and helium
gases [110].
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Combining Eq.(3.9) and Eq.(3.19) it is possible to evaluate the diffusion effect as a
function of the electric field and the particle travelled distance L:

σL =

√
2DL

µE
(3.20)

Equation (3.20) states that the spatial resolution gets worse for the particles detected far
from the anode collection region. An increase of the electric field can compensate the
effect limiting the diffusion, but it would increase also the production of δ-rays. In ad-
dition, usually the stability of the gaseous detectors places an upper limit on the electric
field.

Considering the case of ions subject to a low electric field (E/Nσ � KT ) that are
typical of drift chamber regions not in proximity of the high voltage wires, the diffusion
coefficient can be related with the mobility by the Einstein formula:

D

µ
=
kT

e
(3.21)

where k is the Boltzmann constant, T is the temperature and e is the elementary charge.
In this way the σL in Eq.(3.20) can be rewritten eliminating the dependencies on the gas
and ion properties, pointing out the relations with the particle travelled distance (L) or
the particle velocity (u) and time (t):

σL =

√
2kTL

eE
; σT =

√
2kTut

eE
(3.22)

Examples of the ion diffusion effects described in Eq.(3.22) are shown in Fig.(3.13).

Figure 3.13: Positive ion diffusion coefficient in space (σx) and in time (σt) as a function of the electric field,
considering a drift length of 1 cm in different argon gas mixtures at normal conditions [110].

3.3 The Beam Monitor in the FOOT experiment

The description of the FOOT BM mechanical structure is illustrated in Sec.(2.3). In this
part, all the studies and the works carried out prior to the start of the experimental tests
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and data acquisition campaigns are illustrated. In particular, details about the detector
aims and the required performances is presented in the next subsection. Then, the results
of the MC simulation studies performed by means of Garfield++ software to estimate the
detector electric field are shown. The last subsection is dedicated to the description of
the BM track reconstruction software developed and included in SHOE.

3.3.1 Detector aims and required performances

The FOOT BM is a drift chamber detector adopted to measure the incoming beam direc-
tion, the projectile impinging position on the target and to recognize the events in which
the projectile interacts inelastically before arriving to the target.

The rationale in the choice of such type of detector for these goals relies mainly on
two general properties of the drift chambers: the low material density and the high
spatial resolutions that can be obtained. The former detector characteristic is required
by the FOOT experiment to minimize the nuclear inelastic interactions prior the target
and the multiple Coulomb scattering effect introduced by the detector itself. The latter is
necessary to perform the inverse kinematic approach, which requests a spatial resolution
of the order of few hundreds of µm.

Indeed, even if the silicon based detectors could easily reach a higher resolution per-
formances, the necessity to measure also the beam direction implies the request to use
at least two layers of scintillator that would strongly increase the amount of material
budget. This would lead to an enhancement of the probability of an undesired fragmen-
tation of the projectile prior the target and, consequently, an increase of the background
within the collected data. The low gas density (∼ 10−3 g/cm3) compared to the plas-
tic scintillator material density (∼ 1 g/cm3) allows the use of a detector that provides
redundant measurements, reaching the required performances.

3.3.2 Electric field studies by means of Garfield++ MC simulation tool

The MC simulation tool Garfield++ [117] has been adopted to estimate the electric field
distribution across the BM cells. Garfield++ is a toolkit developed in the framework of
the CERN organization [118] for the detailed simulation of gaseous and semiconductor
based detectors. It can interface with different external programs to calculate the electric
field, to simulate the transport of electrons and ions in gas mixtures and the relative
ionization parameters.

For the BM detector, the electric field is evaluated by means of a semi-analytic calcu-
lation technique implemented within the Garfield++ software. Once the detector geom-
etry and the material parameters are implemented, the software can evaluate the electric
field map if the sense wires high voltage and the field wire potentials are set.

Considering a high voltage of 2200 V, corresponding to the conditions of the BM
during the calibration data taking conducted at Trento with protons, the electric field
map of a BM cell is shown in Fig.(3.14). As expected, the electric field absolute maximum
is located on the sense wire set at the high voltage and placed at the center of the cell.
The other relative maxima are situated in the positions corresponding to the field wires,
that are set to the ground potential.

The most interesting aspect is related to the electric field minima positions placed
between the field wires close to the border of the cell. Since in these regions the electric
field is lower, incomplete charge collection and recombination processes can take place
reducing the detector efficiency. The last three plots of Fig.(3.14) show the values of the
electric fields projected on three different planes perpendicular with respect to the beam
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line and placed at different depths corresponding to the cell center (Z=0 cm), between
the center and the border (Z=0.25 cm) and at the cell border (Z=0.5 cm). The electric
field in the former and the last projections has a minimum of about 0.55 kV/cm and 0.29
kV/cm respectively at about 0.6 and 0.5 cm from the cell center. At the same distance
from the sense wire position, the electric field projection at z=0.25 cm shows the start of
a steeper decrease of the field intensity from few hundreds of V/cm up to tens of V/cm.

Figure 3.14: The BM electric field intensity of a BM cell evaluated by means of Garfield++ simulation toolkit.
On the left, the overall electric field is shown on a 2D plot with the superimposition of the potential field
contour plot (black lines). The projections of the electric filed calculated on different planes placed at different
depths are shown in the subsequent plots. The beam direction is along the Z coordinate and the sense and
field wires are along the X direction.

These evaluations suggest that the detector could be affected by inefficiencies in the
hit detection due to the presence of regions with low electric field intensity. Indeed,
the BM cell has a simple geometry and the number of field wires per cell is limited. In
addition, all the field wires of the detector are set to 0 V, without the possibility to scale
the potential of the wires that would increase the electric field uniformity across the cell.
However, as shown in Fig.(2.5), the border of a cell corresponds to the centers of the cells
placed on the two adjacent layers. Thus, considering a particle crossing the BM with a
straight track, the possible inefficient cell region that it can traverse on a given layer is
compensated by the areas with a high electric field that it crosses on the adjacent layers.
The cell staggering and the redundancy of layers are two fundamental properties of the
BM that reduce the effects caused by the low electric field intensity.

3.3.3 Reconstruction software

After the procedure described in Sec.(3.2.4) to obtain the drift chamber space measure-
ments, a reconstruction algorithm is required to fit the drift distances and retrieve the
track parameters.

Generalities on drift chamber reconstruction algorithms
Since a hit of a drift chamber represents the distance between the particle track POCA
and the sense wire, a simple and efficient method to understand the working principle of
a drift chamber reconstruction algorithm consists to draw a circle around the positions
of each sense wire with the radius given by the space measurement value. Figure (3.15)
illustrates the six layers of the BM Y-Z view cells with the drift measurements given from
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Figure 3.15: A schematic pictures of a fitted track on the Y-Z view of the BM. The cells are drawn in green,
the sense wires are the red dots, the drift distances are represented by the black circles and the track is the blue
line. Since this is the Y-Z view, all the wires are along the X direction.

a MC simulated event. The goal of a reconstruction software consists to find a line that
is tangent to the circles, as shown by the blue line.

Due to the peculiarity of the drift chamber hits and tracking algorithm, the reason
for the staggering of the BM layers is evident: if all the layers of Fig.(3.15) are placed
at the same Y coordinate, all the circle centers would be aligned and there would be
two possible tracks both tangent to all the circles. With the staggering, the left-right
ambiguity is resolved and there could be only one track associated with all the hits.

Beam Monitor reconstruction algorithms
The most challenging aspects of a drift chamber reconstruction algorithm are given by
the complications in the first estimate of the track parameters and the association of the
hits with the track. In addition, these operations should be performed considering the
multi-track cases and the background hits.

In the framework of the FOOT experiment, different reconstruction algorithms have
been developed for the BM. The previous versions are:

• The first one is a reconstruction software based the GENFIT Kalman filter [119]
employed also in the FOOT global event reconstruction code. The track initial seed
is given by the position of the first cell with a measurement and the initial direction
is set to be along the Z direction. The hit selection is conducted by an algorithm
that firstly considers all the single-hit layers and, after a Kalman filter iteration, it
adds the more suitable hits from the multiple-hit layers, deleting the outliers.

• GENFIT is an external toolkit realized to be exploited in a wide range of experi-
ments, independent of the specific event topology, detector type or magnetic field
arrangement. Since the BM is not influenced by the magnetic field and the event
signature does not change a lot among the data, the complexity and the time per-
formance of the Kalman filter provided by GENFIT forced us to find a different
solution. The second BM reconstruction algorithm has been developed with a χ2

minimization technique, exploiting the ROOT [120] framework and the Minuit2
packages [121]. The track initial seed and the hit selection are performed with the
same methods as the previous reconstruction algorithm.
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The Legendre transform and the final version of the Beam Monitor reconstruction
algorithm
The main drawback of the previous algorithms is given by the computational speed.
The substitution of the χ2 minimization method over the GENFIT based Kalman filter
speeds up the reconstruction procedure, but the track initial seed and the hit selection
algorithm are still not fast and they are not optimized to handle the multi-track events.
In order to increase the software velocity developing an algorithm with the multi-track
reconstruction capability, a new hit selection algorithm has been developed exploiting
the Legendre polynomials.

The Legendre transform is a mathematical operation adopted above all in the frame-
work of thermodynamics and analytical mechanics [122].

Considering a convex function f(x) : R → R (d2f/dx2 > 0) and a line equation of
the form y(x) = px+ a, for a value p of the line slope the Legendre transform F (p) of the
function f(x) is defined as:

F (p) = supx[px− f(x)] (3.23)

where supx indicates the maximization of the function [px − f(x)] with respect to x for
constant p. In order to find the maximum of Eq.(3.23), the condition found setting the
derivative to zero is:

p = df(x)/dx (3.24)

Inverting Eq.(3.24), the relation x(p) can be obtained and the Legendre transform of
Eq.(3.23) can be written as F (p) = px(p) − f(x(p)). The graphical representation of
the Legendre transform is shown in the left panel of Fig.(3.16). Basically, given a value p,
the transform F (p) finds the x0 of the initial function f(x) where the tangent line of f(x)
in x0 has a slope p and an interception on the y-axis at −F (P ).

For a concave function (d2f/dx2 < 0), the Legendre transform is defined as:

F (p) = supx[f(x)− px] (3.25)

and it maintains the same properties as the previous case. The only difference is the
intercept on the y-axis that lacks of the minus sign and it is F (P ). Thus, giving a differ-
entiable function f(x), the Legendre transform maps f(x) into a two dimensional space
called Legendre space (p, F (p)) in which the coordinates of the mapped points represent
the parameters of the tangent line equations of f(x) [122].

Figure 3.16: On the left, the graphical representation of the Legendre transform F (p) of a function f(x). On
the right, the results of the Legendre transform shown in Eq.(3.27) on the BM hits drawn in Fig.(3.15).

As shown in Fig.(3.15), each hit of a track in a drift chamber can be represented by
a circle centered in the anode wire of the fired cell, while the particle trajectory is a line
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that is tangent to all the associated circles. Thus, mapping the drift chamber circles into
the Legendre space, the hits associated to the same track will be clustered and the cluster
coordinates will correspond to the track parameters. Considering the Y-Z bi-dimensional
space, each circle drawn in Fig.(3.15) can be represented by a set of two equations:

f1(x) = y0 +
√
R2 − (x− x0)2

f2(x) = y0 −
√
R2 − (x− x0)2

(3.26)

where f1 refers to the concave and f2 to the convex part of the circle, R is the circle
radius (i.e.: the space measurement), x0 and y0 are the anode wire position coordinates.
Employing the Legendre transform to the set of equations in Eq.(3.26) and adding a
minus sign to the f1(x) equation to compensate for the minus sign of the intercept value
on the y-axis, the final equations to map the BM hits into the Legendre space are:

F1(p) = x0p− y0 −R
√
p2 + 1

F2(p) = x0p− y0 +R
√
p2 + 1

(3.27)

Applying this set of equations on all the Y-Z view hits of an event, the measurements
are mapped into the Legendre space and, exploiting its properties, a hit association pro-
cedure can be performed smoothly retrieving also a first estimate of the track parameters.

As an example, the Legendre space plot of the hits displayed in Fig.(3.15) is shown
on the right panel of Fig.(3.16). There are two lines drawn for each hit and the plot shows
three clusters with almost the same slope (my∼0) and different intercept values: q∼ 1,
q∼ 0 and q∼ −1. The first and the latter clusters corresponds to two tangent lines each
associated to three hits. Checking in Fig.(3.15), it is evident that the first cluster with
q ∼ 1 is given by a possible track associated with the hits placed in the odd planes and
with the tangent points situated on the opposite sites of the actual blue track. The same
effect is present also for the last cluster with q ∼ −1, since it is associated with the three
hits placed on the even planes. The cluster with q ∼ 0 is the actual track of the primary
particle shown in blue in Fig.(3.15), indeed it is associated with all the six hits.

For the BM reconstruction algorithm, the first step consists in the mapping of the hits
into the Legendre space employing the equations calculated in Eq.(3.27). Then, an itera-
tive algorithm has been developed for the hit association procedure. In details, it finds
the cluster with the highest number of hits, flag the associated hits, clean the Legendre
space plot and re-apply the entire procedure on the remaining hits until no cluster with
a minimum of three hits is present. Since the track parameters obtained from the clus-
ter positions are still not optimized, the χ2 minimization algorithm based on ROOT and
Minuit2 packages is adopted to refine the reconstructed parameters. All the described
operations are applied independently on both the BM views.





CHAPTER 4

Beam Monitor calibration and data taking

4.1 Introduction

In the first part of this chapter, the calibration and performance assessment of the BM
conducted at the Trento protontherapy facility will be illustrated. In particular, all the
detector parameters (e.g.: efficiency, spatial resolution etc.) have been measured experi-
mentally using an external independent tracking telescope. In addition, the space-time
relations required to interpret and use the BM measurements have been calibrated both
by means of the external tracking detector and by means of a self calibration algorithm.

In the second part of the chapter (Sec.(4.3)), the BM measurements performed in the
framework of the FOOT experiment are shown. In details, the methods and the results
obtained during both the emulsion and electronic spectrometer data takings will be pre-
sented, together with the characterization of the 700 MeV/u carbon ion beam of the GSI
accelerator facility.

4.2 Beam Monitor performance assessment at test beams

Even if the BM was adopted in the FIRST experiment and different performance evalua-
tion data takings had been conducted in the past [92, 123], a complete BM characteriza-
tion performed by means of an external tracking detector has never been accomplished.
For this reason, a full performance evaluation of the detector has been conducted in the
Trento protontherapy center with proton beams at 228 MeV and 80 MeV of initial kinetic
energy. The former beam energy is adopted to characterize the BM and calibrate the
detector space-time relations since it minimizes the multiple Coulomb scattering effect.
The latter proton beam energy is used to evaluate the detector response with respect to
a higher ionizing particle beam, reproducing as much as possible the conditions pre-
sented during the FOOT data taking in which the BM is exposed to more ionizing par-
ticles such as 4He, 12C and 16O. In this occasion, a micro-strip silicon tracking detector
has been adopted as an external independent tracking telescope to ensure a reliable BM
calibration and performance assessment.

The experimental setup, the methods adopted to find a proper working point and
the data selection are presented in Sec.(4.2.1). Then, the studies about the detector effi-
ciency and spatial resolution are presented in Sec.(4.2.2) and Sec.(4.2.3), followed by the
performances of the beam transverse profile measurements shown in Sec.(4.2.4) and the
measurement of the BM sensitive area illustrated in Sec.(4.2.5).

In addition to the performance assessment, the micro-strip detector has been adopted
also to perform a calibration of the BM space-time relations. Details about the calibration
procedure and the results are shown in Sec.(4.2.6). The new performance evaluation and

85



86 4.2 Beam Monitor performance assessment at test beams

the results about the calibration of the BM obtained by means of the external tracking
detector has been published in [124].

However, as described in Sec.(3.2.4), the drift velocity of drift chambers depends on
the reduced electric field applied to the detector. Considering that the BM HV needs
to be tuned properly for a given particle species and energy, in principle, the space-
time relations require to be optimized for each experimental data taking. Since a proper
calibration is not always feasible due to the time availability at the accelerator facilities, a
self calibration algorithm has been developed to estimate the space-time relations using
only the BM hits and tracks. The performance of this algorithm has been studied both
by means of MC simulations and with experimental data. The method and the results of
the self calibration algorithm are illustrated in Sec.(4.2.7).

Figure 4.1: Schematic view of the experimental setup adopted for the BM calibration and performance as-
sessment data taking. The bottom-left insert illustrates the mechanical structure of a MST layer.

Figure 4.2: General picture of the experimental setup and of the detectors employed for the BM calibration
data taking (left). A detailed photo of the first layer of MST placed between the FSC and the BM is shown on
the right.
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4.2.1 Experimental setup

The experimental setup of the BM calibration data taking is shown in Fig.(4.1) and
Fig.(4.2). In details, it is composed of the FSC start counter system (see Sec.2.3.2), the
BM and four layers of Micro-strip Silicon Tracker (MST). The FSC is the same detector
adopted also for the emulsion spectrometer data taking. The BM, who is the detector
to be characterized, has been placed after the first MST layer, followed by the other
three layers of MST. The MST is a micro-strip silicon detector. It is composed of 300µm
(0.0307 g/cm2) thick double sided silicon micro-strip sensors with either one or two
daisy-chained modules derived from the AMS-02 experiment [125] and updated with a
new readout chip. Each side of a MST layer provides the measurement of the X or the Y
coordinates of the particles, both perpendicular with respect to the incident beam direc-
tion. The detector sensitive area is of 4×7 cm2 and 8×7 cm2 for the two sides. In addition
to the sensitive area and the measured coordinate, the other differences between the two
sides is the readout pitch, the number of readout channels and chips. In details, each
module provides 640 readout channels for the visible junction p-side with a pitch of 104
µm and 384 channels for the reverse ohmic n-side with a readout pitch of 208 µm. The
detector overall mean point resolution along a reconstructed track is of 45 µm.

The MST detector was optimized for the measurement of high energy space radiation
particles (E ≥ 10 GeV) where the multiple Coulomb scattering has only a slight effect
on the track reconstruction resolution. On the contrary, this effect is not negligible for
the detection of protons at 80 or 228 MeV adopted for this test beam. Indeed, as verified
by means of a simulation of the whole experimental setup performed by means of the
FLUKA code, the beam spread due to the multiple Coulomb scattering caused by the
detectors is of the order of milliradians. This is the reason why the micro-strip silicon
detector adopted within the FOOT electronic spectrometer has a thickness of 150 µm,
that is the half of the MST detector adopted for the BM calibration. However, in order to
minimize the MST resolution worsening due to the multiple Coulomb scattering, only
the first and the second layers of MST have been adopted to reconstruct the MST tracks
employed in the BM calibration. In this way, the multiple Coulomb scattering effect is of
the order of∼ 3 and∼ 5 mrad, respectively for the 228 and the 80 MeV proton beams, as
shown in Fig.(4.3).

The beam provided by the Trento protontherapy facility in the experimental room
has a Gaussian profile with a transverse spot size that depends on the projectile energy
[126]. In the case of a 228 MeV proton beam, the sigma of the beam transverse profile
is of the order of 3 mm. Since such a spread is not enough to reach all the area of a BM
cell, the BM was rotated at 0, 5 and 10 degrees around the y axis, moving the detector
on the horizontal plane. The tilt avoided also the overlap of the cell anodes on one layer
with the field wires of the adjacent layers. In this way, the two cell area with the lowest
spatial resolution are not overlapped.

The BM and the FSC already have a VME stand alone acquisition chain with a C++
program developed for the FOOT emulsion spectrometer data taking, as described in
the last paragraph of Sec.(2.3.2). Since also the MST has a stand alone acquisition pro-
gram and the integration of the two codes was too time consuming, both the detectors
acquired the data separately. The synchronization of the BM and the MST events was
ensured by a dedicated hardware trigger-veto system realized with different NIM mod-
ules (dual timer, coincidence module etc.). The acquisition rate was of about 200-300 Hz
and about 6 · 105 events have been successfully collected during the whole test beam. In
the analysis phase, also the track reconstruction procedure has been executed separately
for the BM and the MST data. In particular, in the former case the algorithm illustrated
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in Sec.(3.3.3) has been employed to reconstruct the BM tracks. In the latter case, the re-
construction algorithm was developed in the framework of the AMS-02 experiment and
it was based on a minimization of χ2 technique. Finally, a dedicated analysis software
has been created to combine the tracks and the measurements of both the detectors, per-
forming the calibration of the BM.

Figure 4.3: Multiple Coulomb scattering effect on the second MST layer calculated from a simulation per-
formed by means of the FLUKA software with a proton beam at 228 MeV (left) and 80 MeV (right) of initial
kinetic energy.

Beam Monitor working point
During the data taking, the BM was continuously flushed with an Ar/CO2 gas at 80/20%,
with a flow rate of about 1 l/h and with the pressure fixed at about 0.9 atm over the atmo-
spheric pressure. In order to set the BM channels threshold values adopted in the VME
discriminators, both the noise and the signal levels have been measured with an oscillo-
scope. In the former case, the noise has been detected to be at the level of few mV/50 Ω.
In the latter case, the BM signal has been measured to be of the order of hundreds of
mV/50 Ω. Thus, for the calibration data taking, the threshold on the BM channels has
been set to 20 mV/50 Ω.

After the channel threshold, also the BM High Voltage (HV) needs to be properly
tuned prior the beginning of the data acquisition. The rationale for the HV choice is
given by different aspects that have to be considered. As an example, the drift cham-
ber is a gaseous detector that operates in a proportional regime, as shown in Sec.(3.2).
Thus, the output signal of the BM depends on the ionization of the incident particles,
the gas composition, the pressure and the electric field applied on gaseous volume. The
stopping power (dE/dx) of the protons in the BM gas medium is of 3.13 MeV·cm2/g
and 6.44 MeV·cm2/g respectively for the 228 MeV and 80 MeV particles. Once all the
other parameters except the last one are already properly set, the amplitude of the out-
put signal of the BM strictly depends on the HV value. Thus, on one hand, if the HV
is too low the gain factor defined in Eq.(3.11) that gives rise to the amplification of the
signal would be too low and the detector would become inefficient. On the other hand,
if the HV value is too high, the amplification of the signal would be too enhanced and
the detector readout board would saturate. In addition, the increase of HV would lead
to an increase of δ-rays and cross talks. The former are the secondary electrons (δ-rays)
that causes further ionization clusters, as described in Sec.(3.2.1). In the latter case, the
electrons may escape from cell to an adjacent one, giving rise to background signals. The
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optimal HV values is a compromise between all these effects: it has to be high enough
to ensure a good hit detection efficiency, but low enough to prevent the saturation of the
readout signal and to avoid an excessive production of δ−rays and cross talks.

In order to determine the optimal HV value for the calibration data taking, different
datasets with at least 105 events per dataset have been collected exploiting a proton beam
of 80 MeV and modifying the BM HV from 1800 V up to 2300 V. The signals measured
in this range of HV values did not show any saturation of the readout signal, as verified
with the oscilloscope. On the contrary, the other effects related to the efficiency, δ−rays
and cross-talks have been detected considering the mean and the peak values of the
number of hit distribution. Indeed, the expected number of hits for a particle that crosses
the whole detector is equal to twelve, that corresponds to the total number of BM layers
considering both the views. However, on one hand the BM not perfect hit collection
efficiency lowers the number of hits detected per event, and, on the other hand, the
effect of δ-rays and cross talks is to enhance the number of observed hits. The BM hit
distribution is the result of the sum of these effects and it is spread with a tail along the
higher values, as shown in the left panel of Fig.(4.4). The hit distribution mean value
is slightly higher than the peak value and both of them depend on the HV setting. The
right panel of Fig.(4.4) represents the mean and the peak values of the hit distribution as a
function of the HV. The minimum HV required to measure the 80 MeV protons is 1900 V.
As expected, the number of BM hits increases with the enhancement of the HV. The final
setting of HV has been chosen to be 2200 V since the corresponding mean number of hits
is 13 and the peak of the hit distribution is 12. In this way, the hit detection efficiency is
high enough to ensure the track reconstruction capability and both the δ−rays and the
cross talks are limited. The HV setting has been kept constant during the data taking
also with the 228 MeV protons, since no relevant differences in the hit distributions have
been detected.

Figure 4.4: On the left, the BM hit distribution of 105 protons at 80 MeV collected with the BM HV set at 2200
V. On the right, the mean value (black) and the peak value (red) of the BM hit distribution as a function of the
HV. The error bars are the standard deviation of each hit distribution.

Data selection and detector alignment
Different selection criteria have been implemented to reject the background hits and
select a clean dataset. In details, a first cut is performed on the time measurements re-
jecting all the hits with a time ≥ 320 ns that corresponds to the expected maximum drift
distance. Then, for each event a second selection is applied on the total number of BM
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hits that must be ≥ 10 and ≤ 14. This reduces the events that contains hits derived from
cross talks and δ-rays. Once the BM hits and events are selected, the space-time rela-
tion derived from the FIRST experiment [81] has been adopted to convert the BM time
measurements into drift distances permitting the track reconstruction procedure. When
the tracks are reconstructed applying the algorithm explained in Sec.(3.3.3), a further
selection has been applied rejecting the BM tracks with χ2

red > 10.
Regarding the MST tracks, since this detector is composed of different layers of sen-

sors, a first internal layer alignment procedure is conducted by means of an iterative
algorithm that minimizes the residual distributions. In particular, the alignment of the
MST layers is performed on a random sub-sample of the 228 MeV events to minimize the
MCS contribution. In addition, the events are required to have a single hit reconstructed
in each detector layer to avoid the ambiguities related to the track multiplicity.

Then, the BM and the MST alignment parameters are evaluated exploiting an iter-
ative algorithm based on the minimization of the residuals between the two detector
tracks. Finally, the calibration and the performance assessment of the BM has been con-
ducted combining the MST tracks with the BM measurements.

4.2.2 Efficiency

Hit detection efficiency
In order to measure the BM efficiency during the data acquisition preparation phase, a
method based on ”pivot” and ”probe” counters technique is adopted. In details, given
a BM view, the events with three aligned hits detected on the three odd (or even) planes
are marked as ”pivots”. On this subset of data, the events in which also the two even (or
odd) planes in midst of the pivots planes contain one or two aligned hits are tagged as
”probes”. Finally, the hit detection efficiency is defined as the ratio of probes over pivots.
A schematic view of the pivot-probe method is shown in Fig.(4.5).

The main advantages of this technique are given by the velocity of the calculation and
the independence of both the BM reconstruction algorithm and the space-time relations.
Indeed, it can be adopted during the setting of the detector working point to have a
quick measurement of the efficiency, avoiding the track reconstruction procedure with
all its requirements (e.g.: space-time relations, data selection criteria etc.).

The evaluation of the hit detection efficiency as a function of the HV is shown in the
left panel of Fig.(4.6). The data are taken with a fixed 80 MeV proton beam and each
dataset is composed of 105 events collected with a specific HV. The efficiency strictly
depends on the HV values and, as expected, it increases with the rise of the HV. The
minimum HV necessary to ensure an efficiency ≥ 0.9 is 2150 V and the working point
chosen for the data acquisition is 2200 V.

In order to have a better measurement of the efficiency, different datasets of 105

events had been taken varying the proton beam energy from 80 MeV to 220 MeV with
steps of 20 MeV. The overall mean hit detection efficiency results to be 0.929 ± 0.008.
Since the BM is composed of six planes of cells per view, this efficiency value is high
enough to ensure a good reconstruction capability. Indeed, the minimum number of hits
per view required to reconstruct a track is three and in this case the mean number of hits
per view is of 5.58± 0.06.

Efficiency as a function of the drift distance
In order to measure the detector efficiency as a function of the drift distance, a different
”pivots-probes” method that combines the MST tracks with the BM hits has been devel-
oped, thanks to the availability of an external tracking detector. In details, for a given
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Figure 4.5: A schematic view of the hit detection efficiency method: if each of the blue cells contains a hit, the
event is marked as pivot. Then, if the event contains also one or two hits in the red cells, it is marked also as
probe.

event, the MST track is extrapolated into the BM detector and all the cells crossed by the
track are counted as ”pivots”. Then, if a pivot-cell contains a BM hit, it is counted also
as a ”probe”. As before, the efficiency is evaluated as the ratio of the ”probes” over the
”pivots”. In addition with respect to the previous method, in this case the efficiency can
be evaluated as a function of the drift distance, since each pivot-cell can be associated
with a space measurement defined as the distance between the cell center and the MST
track. The result is shown in the right panel of Fig.(4.6). The efficiency is higher then
0.98 if the drift distance is ≤ 0.45 cm and it drops below 0.93 if the particle crosses the
cell at a distance ≥ 0.6 cm. The accuracy of the pivots drift distance evaluations is of the
order of 0.034 cm in the worst case scenario of 80 MeV protons with the maximization of
the multiple Coulomb scattering. Thus, the effect of the detectors misalignment and the
MST track reconstruction precision are negligible and the efficiency drop at the cell bor-
der must be attributed to a physics effect rather than a geometrical or track inaccuracy
effect. Indeed, as shown in Fig.(3.14) presented in Sec.(3.3.2), the electric field generated
in the BM cell has different minima of few hundreds of kV/cm placed at about 0.6 cm
from the cell center. This electric field drop can lead to an incomplete charge collection
that worsens the detector efficiency. The staggering of the BM planes partially compen-
sate the inefficiency since a cell border on one plane corresponds to the centers of the
cells placed in the two adjacent planes.

4.2.3 Spatial and angular resolution

As in the previous efficiency analysis, also in this case two different methods have been
developed to measure the BM spatial resolution.

• BM track method: the first method adopts only the BM hits and tracks. In details,
the residuals between the BM reconstructed track and the measured drift distances
are computed and fitted by a Gaussian. The sigma of the distribution is considered
as the detector spatial resolution. The results for the 228 MeV and the 80 MeV
protons are shown by the black dots in Fig.(4.7). In both cases, the spatial resolution
in the central part of the cell is of about 60-100 µm while the mean spatial resolution
is of about 130 µm.
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Figure 4.6: On the left, the BM hit detection efficiency as a function of the HV measured with a beam of
protons at 80 MeV. On the right, the BM efficiency as a function of the drift distance measured by means of the
MST tracks. The red line is placed at 0.929 and it represents the hit detection efficiency for the data taken with
the HV set at 2200 V.

The BM resolution gets worse at the cell center and at the border of the cell, as
described in Sec.(3.2.5). In the former case, the worsening is mainly given by the
primary ionization statistics. In addition, in this case also the fixed time resolution
∆t, derived from the TDC of the acquisition chain, has to be taken into account. In-
deed, since the derivative of the space-time relations adopted for the BM is higher
close to the cell center with respect to the cell border, the ∆X that represents the
spatial measurement uncertainty corresponding to the time resolution ∆t is en-
hanced if the track is close to the anode wire. On the contrary, the worsening of the
spatial resolution at the cell border is given by the diffusion effect enhanced by the
electric field reduction. No relevant differences have been found among the results
obtained from the two beam energies.

• MST track method: the second method adopted to measure the BM spatial reso-
lution employs the tracks reconstructed from the MST instead of the BM detector.
As in the previous case, the track is extrapolated into the BM cells and the residual
distribution between the track and the BM measured drift distances is computed
and fitted. In this case, the sigma of the Gaussian fit is subtracted in quadrature
with the MST track mean resolution (45 µm) in order to eliminate the contribution
of the MST detector.

The results of this method are shown by the red dots of Fig.(4.7). Contrarily to
the BM track method, in this case the spatial resolutions measured from the data
collected with the two proton beam energies are different. In particular, the mean
spatial resolution extrapolated for the 228 MeV protons is of the order of 200 ±
60 µm with a precision in the central part of the cell of about 150 ± 10 µm. The
corresponding values for the 80 MeV protons are 340 ± 60 µm and 300 ± 10 µm.
Also in this case, a worsening of the performances is present close to the cell center
and at the cell border due to the same motivations previously illustrated.

In order to analyze and discern the physics effects underlying the two methods, dif-
ferent MC simulations of the whole experimental setup have been performed by means
of the FLUKA code with different primary beams (i.e.: protons at 80 MeV, 228 MeV and
10 GeV and oxygen ions at 400 MeV/u). In the SHOE reconstruction software the BM
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Figure 4.7: The BM spatial resolution as a function of the drift distance evaluated with the BM tracks (black)
and the MST tracks (red) for the 228 MeV (left) and the 80 MeV (right) protons.

spatial resolution is the one derived from experimental data using the BM track method.
Applying both the resolution evaluation methods on the simulated data, the physics
phenomena included in the two methods are revealed. In details, the BM track method
allows to estimate the detector spatial resolution avoiding the multiple Coulomb scat-
tering contribution. Indeed, the black and the blue curves shown in Fig.(4.8) are sub-
stantially identical, even if they indicate the spatial resolutions calculated by the BM
track method on the simulations performed with protons at 80 MeV and oxygen ions at
400 MeV/u. The same resolution curve is obtained also in the other simulations, as the
results obtained from the experimental data.

On the contrary, the MST track method allows to measure the detector spatial reso-
lution independently from the BM reconstruction algorithm, but including the multiple
Coulomb scattering effect in addition to the BM intrinsic resolution. As an example, the
results of the MST track method for the simulations performed with protons at 80 MeV
and oxygen ions at 400 MeV/u are shown by the red and the green points of Fig.(4.8),
respectively. In this case, as described in the Eq.(1.12) explained in Sec.(1.2.3), the sim-
ulated protons have lower charge and lower energy with respect to the oxygen ions,
thus the spatial resolution calculated with the MST tracks for the protons is higher since
the multiple Coulomb scattering effect is enhanced. On the contrary, the scattering is
limited for the oxygen ions and, for this simulation, the results obtained by the MST
track method are only slightly worse with respect to the results given by the BM track
method. Applying both resolution evaluation methods on a simulation performed with
a proton beam at 10 GeV, the two results are identical since the multiple Coulomb scat-
tering effect is negligible. Also the results coming from the experimental data confirm
the inclusion of the multiple Coulomb scattering effect in the outcome provided by the
MST track method. Indeed, as illustrated in Fig.(4.7), the spatial resolutions from the 80
MeV proton data are higher with respect to the spatial resolutions calculated from the
228 MeV proton data.

In conclusion, the outcome of the BM track method depends on the space-time re-
lations and on the BM reconstruction algorithm. If both of them are optimized, this
method allows to estimate the detector spatial resolution upper limit, since no other
contributions except the detector intrinsic resolution is present. Instead, the MST track
method depends only on the space-time relations avoiding the use of the BM reconstruc-
tion algorithm, but the result includes the multiple Coulomb scattering effect. However,
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if the incident particle charge and energy are high enough, the multiple Coulomb scat-
tering could be negligible and the detector intrinsic resolution can be estimated also with
this method.

Figure 4.8: BM spatial resolutions as a function of the drift distance evaluated from MC simulations. In
details, the results obtained with the BM track method for the protons at 80 MeV and the oxygen ions at
400 MeV/u are respectively shown by the black and the blue dots. The corresponding spatial resolutions
calculated by the MST track method are represented by the red and the green dots.

Angular resolution
In order to evaluate the BM angular resolution, the difference between the BM track
slope and the MST track slope on the two views perpendicular with respect to the beam
direction is computed for each event. Then, the resulting residual distribution is fitted
with a Gaussian and the sigma of the Gaussian can be considered as the BM angular
resolution. The results for the experimental data taken with the 228 and 80 MeV protons
indicates an angular resolution of 1.62±0.16 mrad and 2.1±0.4 mrad, respectively. Since
the distance along the beam direction between the first and the last layer of parallel
sense wires is of 13 cm, the angular resolution results are compatible with the spatial
resolutions measured with the MST track method.

4.2.4 Beam transverse profile measurement

One of the goal of the BM is to measure the beam transverse profile during the data
acquisition campaigns conducted with both the FOOT spectrometers. This operation is
fundamental since the FOOT experiment needs to acquire the data with a low intensity
beam of the order of few kHz and, at such low rate, the beam monitoring systems often
available at accelerator facilities usually cannot measure the beam properties.

An example of the beam transverse profile reconstructed by the BM on the Trento
proton beam with 80 MeV/u of kinetic energy is shown in the left panel of Fig.(4.9).
As one can notice, the profile contains different empty straight lines arranged as a reg-
ular grid. This lines corresponds to the BM wire positions. Indeed, given the detector
geometry, all the BM sense and field wires are aligned along the longitudinal coordi-
nate. Thus, if the BM is placed along the beam line without any tilt, a primary par-
ticle that is ejected corresponding to a BM wire position will cross different wires un-
til it is deviated from its straight path due to the multiple Coulomb scattering effect
or to a nuclear interaction. As described by Eq.(1.12) in Sec.(1.2.3) and by the models
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illustrated in Sec.(1.2.4), both the multiple Coulomb scattering and the nuclear inter-
actions are enhanced if the target material density is higher. Since the wire material
density (ρAl ∼ 2.6989 g/cm3, ρW ∼ 19.3 g/cm3) is much higher then the gas mixture
density (ρAr/CO2

∼ 0.001662 g/cm3), the two phenomena are enhanced for the particle
that crosses the BM wires. The resulting effect is the generation of an empty area ar-
ranged as a grid in the beam transverse profile. Similar profiles have been measured
also by the MST detector for the non tilted datasets acquired during the calibration test,
confirming the cause of the empty zones. In addition, also the drop of efficiency at the
cell border of the BM contributes to the creation of the blank areas in the beam transverse
profile measured by the BM.

However, despite all these effects, the beam transverse profile can be measured with-
out any inconvenience. In order to to check the BM performances, a study of the Trento
beam spot size has been conducted to compare the BM outcomes with the results ob-
tained by a characterization performed by other detectors [126]. In details, different
datasets of 105 events have been acquired varying the beam energy from the minimum
(70 MeV) to the maximum (228 MeV) with a step of about 20 MeV. For each dataset, the
beam transverse profile has been reconstructed and fitted with a Gaussian. Then, the
beam spot size is evaluated as the standard deviation of the distribution. The results
obtained from the BM and the reference values are shown in the right panel of Fig.(4.9).
In general, the BM estimates of the beam spot size are larger with respect to the reference
values. The difference can be caused by different effects such as the multiple Coulomb
scattering introduced by the FSC detector or the Gaussian fitting difficulties due to the
blank areas. However, the general trend is reproduced and compared to the existing
reference measurements [126], the differences are only of the order of 0.1 mm.

Figure 4.9: On the left, the beam profile of a 80 MeV proton beam measured by the BM. On the right, the spot
size of the Trento protontherapy beam as a function of the incident particle energy measured by the BM and
expected from [126]. The error bars are too small to be visualized.

4.2.5 Beam Monitor active area measurement

In principle, the BM active area is of 5.6 × 5.6 cm2, but the area in which all the twelve
layers of cells are overlapped is of the order of 4 × 4 cm2. Due to the cell staggering,
the outer border of the active area is covered only by three planes of cells. Since the
minimum number of hits required to reconstruct a track is three per view and given the
detector inefficiency at the cell border, a dataset with protons at 80 MeV with an extended
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beam spot size has been taken to experimentally verify the BM total active area. This
measurement is useful also for the emulsion spectrometer data taking, since the BM is
adopted to measure the FOOT ECC irradiation pattern that has an extension typically of
few square centimeters. In order to enlarge the beam spot, a layer of tantalum 2.5 mm
thick has been placed at the nozzle exit. In this way, the beam is spread due to the MCS
effect up to different square centimeters, exceeding the BM maximum active area. The
beam profile measured by the detector is shown in Fig.(4.10). Thus, the detector active
area is of about 4 × 4 cm2. As one can notice from the y axis projection profile, outside
this area, the number of tracks reconstructed by the BM drops drastically leading to a
non reliable measurement.

Figure 4.10: The two dimensional (left) and the y coordinate (right) beam profile measured by the BM on a
dataset collected at the Trento protontherapy center with a 80 MeV proton beam spread by a layer of tantalum
of 2.5 mm.

4.2.6 Calibration on the space-time relations by means of the Micro-strip Silicon de-
tector

As described in Sec.(3.2.4), the BM track reconstruction precision completely relies on the
space-time relations. If they are not properly estimated, the detector spatial resolution is
heavily degraded. For this reason, a calibration of the BM space-time relations has been
conducted by means of the MST detector using proton beams at 228 MeV and 80 MeV
of kinetic energies.

In order to perform the calibration, each MST track is extrapolated into the BM cells
calculating the drift distances that are defined as the distance of the tracks with respect
to the center of the cells. If for the same event and the same cell there is a timestamp
detected by the BM, the two measurements from the two detectors are coupled and they
are adopted to fill a two dimensional plot that represents the distribution of the drift
distances as a function of the time measurements. Then, a profiling procedure is per-
formed: the MST drift distance plot associated to each time bin is fitted with a Gaussian
distribution and the mean value is considered as the best estimate of the drift distance
associated to the given time interval. Finally, the new space-time relations are obtained
fitting all the drift distance best values. The two dimensional time-distance measure-
ments plot and the result of the space-time relations calibration procedure are shown in
the left panel of Fig.(4.11).

Since the FOOT experiment will collect data detecting particles more ionizing than
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228 MeV protons, the entire calibration procedure has been repeated on the data col-
lected with protons at 80 MeV to evaluate possible changes in the space-time relations.
The difference between the relations measured with the 80 MeV and the 228 MeV pro-
tons is shown in the right panel of Fig.(4.11). Considering the same time interval, the
drift distances measured for the low energy protons are larger with respect to the dis-
tances measured in the case of high energy protons. This effect can be explained by the
different ionization density provided by the particles at different energies. As described
by the Eq.(3.4) explained in Sec.(3.2.1), the number of ionization clusters produced by
a particle in the gas medium is proportional to the particle dE/dx. For this reason, the
80 MeV protons have a higher number of ionization clusters and the mean distance be-
tween them is reduced with respect to the protons at higher energy. Thus, considering
two particles with the same properties but different energies that cross a cell with the
same track, the distance between the cell center and the closest ionizing cluster is shorter
for the projectile with the lower energy. For this reason, the drift distance associated to a
given time measurement is larger for the low energy-high ionizing particles. This effect
is enhanced at the BM cell border where the electric field is reduced. In addition, also
time-walk and time-jitter effects on the wire signal can play a role. However, the differ-
ence between the drift distances resulting from the space-time relations obtained at the
two different proton energies is of the order of 35± 10 µm and 100± 13 µm for t≤270 ns
and t>270 ns, respectively. In both cases, considering also the BM inefficiency at the cell
border, the difference is negligible for the BM track reconstruction purpose.

Figure 4.11: On the left, the two dimensional time-distance measurements plot obtained from the data col-
lected with the 228 MeV protons. The new space-time relations fitted from this distribution is shown by the
red curve. On the right, the difference between the space-time relations calculated from the data collected with
protons at 80 MeV and 228 MeV. For each time bin, the error bar is given by the squared sum of the standard
error of the mean of the two underlying space distributions.

4.2.7 Self calibration algorithm

Because of the electron drift velocity dependence on the reduced electric field as shown
in Sec.(3.2.2), each BM dataset of measurements taken with a given HV value is related
to a specific set of space-time relations. Since a proper calibration of the space-time rela-
tions by means of an external tracking detector is not always feasible, a self calibration
algorithm has been developed to estimate the relations directly from the BM measure-
ments. The methods, the performances and the limits of this algorithm are illustrated in
the following paragraphs.
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Self calibration method
The self calibration algorithm is an iterative method developed to optimize the space-
time relations. As input, it requires only the BM time measurements of a dataset and a
reasonable initial hypothesis of the relations. At each iteration, the method starts with
the initial space-time relations converting the time measurements into a measured drift
distance and performing the track reconstruction on the whole dataset. Then, for each hit
selected by the Legendre polynomial method to fit a track, the algorithm proceeds cal-
culating the distance between the track and the cell center, defining a fitted drift distance.
In this way, it is possible to define a residual as the difference between the measured and
the fitted drift distances. A drawing of a drift chamber hit, a fitted particle track and
the residual between them is shown in the left panel of Fig.(4.12). Then, considering all
the hits associated to a track and dividing them into different subsets of data depending
on the time measurements, a plot of the residuals related to a given time interval can be
filled. If the space-time relations are optimized, the residual distribution is symmetric
and centered in zero. Otherwise, if the drift velocity is underestimated, the drift distance
related to a given time measurement is underestimated and the residual distribution is
centered towards negative values, since the fitted drift distances are larger then the mea-
sured ones. On the other hand, if the drift velocity is overestimated, also the measured
drift distance is overestimated and the residual distribution is centered towards positive
values. Thus, for each time interval, the sign of the mean value of the residual distri-
bution indicates if the corresponding drift distance is underestimated or overestimated.
The module of the mean value suggest the entity of the correction that has to be added
or subtracted to the drift distance initial estimate. In addition, the standard deviation of
the residual distribution measures the spatial resolution of the detector. An example of
a residual distribution for a given time interval is shown on the right panel of Fig.(4.12).
In this case, the measured drift distances are overestimated since the mean of the distri-
bution is positive. A drawing of a hit with a positive residual is shown on the left panel
of the same Fig.(4.12). After the fit of the residual distributions, taking into account their
mean and standard deviation values, the algorithm provides a new set of space-time
relations as output and evaluates the detector spatial resolution. Considering the new
relations as input, a new iteration can be computed until the detector spatial resolution
continues to improve.

The calibration algorithm is included in the SHOE reconstruction software and dif-
ferent tests have been conducted both on MC simulations and on experimental data. The
results of this studies are illustrated in the following paragraphs.

Performances of the self calibration algorithm on MC simulations
In order to assess the performance of the algorithm, an appropriate mechanism has been
developed within the SHOE software to include the possibility to calibrate the space-
time relations also with the MC simulated data. Considering a set of space-time rela-
tions as the correct one (STCright), the self calibration algorithm has been executed on
the simulated data assuming two different initial hypothesis of space-time relations. In
the first case, the initial hypothesis STRnc has been set to be completely different from
STRright, as respectively shown by the magenta and the green curves of Fig.(4.13). In this
case, the calibration algorithm does not converge since the reconstructed tracks are too
different from the correct ones. In particular, the residual distributions show different
peaks not correlated to the correct drift distance values and the fitting procedure can not
be properly performed.

Instead, in the second case, the initial STR0 hypothesis has been obtained modifying
the STCright with a transformation that maintains the shape of the correct relations. After
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Figure 4.12: On the left, a picture of a drift chamber drift distance measurement with a fitted track and the
corresponding residual. In this case the residual is positive since the measured drift distance is larger than
the fitted drift distance extrapolated from the particle track. The picture is taken from [104]. On the right, an
example of the residual distribution of the hits with a time measurement between 84 and 90 ns obtained using
a set of space-time relations that needs to be calibrated. Also in this case, the mean value of the residual is
positive indicating an overestimate of the drift distance associated to the given time interval.

few iterations, the output of the self calibration algorithm STR5 approaches STRright and,
as shown in Fig.(4.13), further iterations (STR15) does not change significantly the results.
Even if STR5 is similar to STRright for almost all the time bins, at high time values the self
calibration algorithm does not work properly and it underestimates the correct STRright.
This is particularly evident in the residual distributions of STR5 presented in Fig.(4.14).
The left panel of the figure shows the residuals associated to the hits with an intermediate
drift distance. As one can notice, the mean value of the distribution is compatible with 0,
meaning that the space-time relation is correct for this time bin. On the contrary, the right
plot of Fig.(4.14) shows two distinct distributions both centered at values higher with
respect to the correct one, that in this case has been estimated to be about -0.05 cm. This
effect is an artifact introduced by the self calibration algorithm itself and, unfortunately,
it is not avoidable. In particular, this is caused by the fact that the BM resolution at the
cell border is worse with respect to the resolution in the central part of the cell, due to
the diffusion effect illustrated in Sec.(3.2.5). Thus, the track reconstruction algorithm can
provide a better estimate of the track parameters if the hits associated to the track do not
have a high drift distance and, equally, a high time measurement. For this reason, the
self calibration algorithm tends to assign to these hits a wrong value of drift distance.
In this way, the hits are rejected by the track reconstruction and they cannot populate
the residual distributions correctly. In addition, without the hits at the cell border, the
resulting detector resolution is also apparently better. In principle, the same effect could
happen also to the hits with a small drift distance since, as discussed in Sec.(3.2.5), the
primary ionization statistics plays a non negligible role in the worsening of the spatial
resolution close to the anode wire. However, since the space-time relations are bounded
to start from the (0,0) point, this constraint helps to avoid the replication of the artifact
also for the hits with a low time measurement. As a further verification, applying a fixed
detector resolution instead of the real one that depends on the drift distance, the resulted
STR5 does not show the underestimate of drift distances at high time values. In addition,
also the residual distribution associated to the hits with a high time value shows only one
Gaussian distribution as the residuals associated to the other time intervals.
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Figure 4.13: The STR curves adopted for the studies of the self calibration algorithm performed on MC
simulated data.

Performance of the self calibration algorithm on experimental data
Given the properties of the self calibration algorithm studied by means of MC simu-
lations, the algorithm has been adopted also on the experimental data collected in the
calibration of the space-time relations by means of the MST detector, in order to com-
pare the two results. As previously, the calibration procedure has been executed with
two different starting STR hypothesis (STRA and STRB) that are shown in Fig.(4.15). In
this case, both the calibration processes lead to the same result (STRCAL). In both cases,
the iteration stop is given when the detector mean spatial resolution starts to get worse
rather than better. Indeed, after the optimal number of iterations, the artifacts explained
in the previous paragraph start to increase significantly leading to the same effects pre-
sented during the MC studies. However, in this case the detector mean resolution starts
to get worse after the correct number of iterations. In Fig.(4.15), also the space-time rela-
tions obtained from the calibration conducted by an external tracking detector is shown
in red (STRMST). The two curves associated to the two calibration methods are very sim-
ilar since they are almost overlapped. The main differences are presented at the high
time values, that correspond to the region in which the artifacts of the self calibration
algorithm cannot be avoided.

Eventually, it is possible to conclude that the self calibration algorithm can be adopted
to optimize the space-time relations directly from the BM experimental data, assuming
that a reasonable initial hypothesis is provided. The algorithm performances are satis-
factory, but different artifacts are present in the iteration procedure leading to an effect
above all for the hits associated with a high time measurement. A calibration conducted
by an external tracking detector is always preferable with respect to the use of the self
calibration algorithm, but since it is not always feasible, this algorithm provides a valid
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Figure 4.14: Residual distributions of the hits associated with a time interval of 70 ns < T < 75 ns (left) and
T > 200 ns for the STR5 evaluated on simulated data.

alternative.

4.3 Data taking for physics at GSI

The GSI is an international accelerator facility that can deliver beams of different ions,
including unstable nuclei produced by fragmentation or fission of heavy projectiles. The
field of research at GSI includes plasma physics, nuclear physics, biophysics and medical
physics.

In the last few years, different data takings and test beams had been conducted by the
FOOT experiment in the GSI facility using beams accelerated by the SIS-18 synchrotron
both with the emulsion and with the electronic spectrometer. In the former case, the
emulsion detector has been exposed to an oxygen ion beam at 200 and 400 MeV/u of
kinetic energy, and a carbon ion beam with an initial kinetic energy of 700 MeV/u. In all
the cases, the BM has been adopted to check the irradiation pattern prior and during the
ECC exposure. The methods and the results of the BM and FSC measurements obtained
during the oxygen ion campaign are illustrated in Sec.(4.3.1). In the latter case, the BM
has been tested with different other detectors within the FOOT global DAQ with a 400
MeV/u oxygen ion beam. Details about the first FOOT electronic spectrometer test can
be found in (4.3.2).

In addition, the BM has also been adopted to characterize the GSI 700 MeV/u carbon
ion beam. The results about the beam transverse spot size and the beam rate has been
published in a FOOT internal note [127] and are presented in Sec.(4.3.3).

4.3.1 Analysis for the emulsion spectrometer data taking

The emulsion spectrometer is the first FOOT detector that performed a data taking, start-
ing to fulfill the experimental program shown in Sec.(2.2.1). As described in Sec.(2.3.2),
the ECC detector is composed of different emulsion and passive material layers. The
exposure of the ECC needs to be performed with a given total number of particles and
a dedicated irradiation pattern. During the GSI data taking performed with oxygen ion
beams at 200 and 400 MeV/u, the expected irradiation pattern consists of 25 × 25 spots
delivered with a step of 1 mm, covering a total irradiated area of 2.4×2.4 cm2. The over-
all expected number of delivered particles is about 20000 and 15000, respectively for the
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Figure 4.15: The STR curves related to the self calibration algorithm performed on the experimental data
collected with 80 MeV protons.

two beam energies. Since the GSI beam monitoring system cannot measure precisely
all the required characteristics of the irradiation pattern at the low intensity required by
FOOT, the BM and the FSC detectors have been employed to verify the properties of the
delivered beam prior the ECC exposure. A picture of the experimental setup is shown
in Fig.(2.22).

First Start Counter and Beam Monitor acquisition preparation
In order to find a proper working point both for the FSC and the BM detector, different
operations have been conducted prior the data acquisition. At first, the thresholds of
the constant fraction discriminator adopted for the FSC readout channels have been set
to a reasonable level over the background (few mV/50 Ω) and not beyond the signal
peak values (up to hundreds of mV/50 Ω) exploiting the oscilloscope. In details, three
channels have been set at 20 mV/50 Ω and one more noisy channel at 50 mV/50 Ω. Then,
the trigger of the event has been set to be the majority of three out of four FSC signals to
reject the background to a negligible level, as verified with the oscilloscope. Regarding
the BM detector, the GSI gas distribution system provided a continuous flux of Ar/CO2

gas mixture at 80/20%, with a flow rate of about 1 l/h and at a pressure of about 1 atm
over the normal atmospheric condition. The threshold of the BM channels has been set
to 20 mV/50 Ω, exploiting the oscilloscope as done with the FSC. The optimal HV setting
has been found to be 1850 V.

Once the detectors working point has been fixed, the whole irradiation pattern has
been delivered many times without the ECC detector. After the verification of the pat-
tern correctness and the beam stability, the ECC bricks have been placed on the beam
line and they have been irradiated. After the exposure, the emulsion layers have been
transported to the laboratory to start the scanning and the analysis procedure illustrated
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in Sec.(2.3.2).

Number of particles measurement
In order to count the total number of delivered particles, the FSC detector is connected
to a scaler (CAEN V830) and a QDC (Charge to Digital Converter, CAEN V792). As de-
scribed in Sec.(2.3.2), the former is adopted to count the number of trigger signals and the
latter measures the total charge distribution of the particles detected by the FSC. Indeed,
in principle there is the possibility that two or more particles cross simultaneously the
detector generating only one trigger signal. The QDC measurement can identify these
events and avoid miscalculations, since two or more particles would release a higher
signal and a higher QDC measurement with respect to the single particle signal. How-
ever, as shown on the left panel of Fig.(4.16), the QDC measurements present only one
clear distribution. Similar results are obtained also with the other FSC readout channels
both for the 400 and the 200 MeV/u data. Thus, there is no multiple-counting effect
in the fired triggers and the scaler measurement represents the total number of emitted
primaries. The irradiation pattern has been delivered different times before the actual
ECC exposure. The total counting measurements among the repetitions are shown in
the right panel of Fig.(4.16). The expected total number of primaries was about 15000
and the measured particles is of about 14400 oxygen ions in most cases and about 15000
in the second to last repetition. In all the cases, the measured values satisfy the emul-
sion spectrometer requirements and the ECC has been exposed to the correct number of
particles.

Figure 4.16: On the left, the charge distribution in arbitrary units of one of the four FSC readout channel
measured by the QDC on a 400 MeV/u oxygen beam. On the right, the measurement of the total number of
delivered particles among different irradiation pattern repetitions for the same particle beam.

Irradiation pattern measurement
While the FSC measures the total number of delivered particles, the BM is exploited to
measure the extension and the overall spatial distribution of the irradiation pattern. The
expected beam profile has an overall square area of about 2.4× 2.4 cm2. The irradiation
pattern is expected to be delivered from the center of the square to the external following
a spiral path, as drawn in Fig.(4.17) The BM measured beam profile projected on the
ECC entrance window is shown on the left panel of Fig.(4.18). The mean X position of
the distribution is not centered in zero due to a slight BM tilt on the vertical axis. On
the contrary, the ECC detector has been carefully aligned along the beam line avoiding
any kind of tilt or shift as much as possible. However, the total area of the delivered
particles is of about 2.5× 2.5 cm2, fulfilling the ECC requirements. In addition, the beam
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delivery has been completed starting from the center towards the external ring following
the expected spiral pattern, as shown in the right panel of Fig.(4.18).

After the verification of the beam properties, the ECC detector has been exposed to
the irradiation pattern and transported to the emulsion laboratory in Naples for the data
analysis. A publication about the data collected in 2019 is in preparation.

Figure 4.17: The designed irradiation pattern for the ECC data taking conducted at GSI with oxygen ions in
three (left) and two (right) dimensions.

Figure 4.18: On the left, the profile of the 400 MeV/u oxygen ion beam irradiation pattern reconstructed
by the BM and projected on the ECC detector entrance window. On the right, the same irradiation pattern
position projected on the BM entrance window along an axis perpendicular to the beam as a function of the
time.

4.3.2 Beam Monitor performances in the electronic spectrometer test

During the FOOT data taking campaign conducted at GSI, the first test of the electronic
spectrometer has been completed with half of the whole experimental setup. In details,
the experiment global DAQ and the trigger system described in Sec.(2.3.1) have been
tested with a 400 MeV/u oxygen ion beam with the SC, BM, VTX and TW detectors. In
addition, also a crystal of the calorimeter has been tested in a stand alone acquisition
mode. Different datasets have been collected with and without a 5 mm thick target
composed of graphite (0.915 g/cm2).

A general scheme of the electronic setup adopted in this data taking is shown in
Fig.(4.19). As one can notice, the BM has been tilted around the horizontal axis because
a wedge with a thickness of 6 mm has been added under the detector structure, close
to the entrance window. The rationale of this peculiar choice is given by the possibility
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Figure 4.19: Scheme of the experimental setup adopted by the FOOT electronic spectrometer during the GSI
2019 test.

to calibrate the space-time relations with the VTX tracks as previously performed with
the MST detector and, consequently, by the necessity to tilt the BM to spread the active
area crossed by the beam. However, since the trigger signal derived from the SC and the
TW WaveDAQ system was sampled by the general DAQ with a frequency of 100 Mhz,
a time jitter of 10 ns has been introduced in the DAQ time resolution and, consequently,
in the BM time measurements. Furthermore, due to a wrong firmware configuration
of the VTX detector, the VTX track reconstruction efficiency was heavily reduced and
no correlation has been found between the BM and the VTX tracks. Since the space-
time resolution calibration with the VTX tracks is not possible, as a consequence of the
time jitter issue, the BM performances obtained with the electronic setup are degraded.
Indeed, the detector intrinsic resolution shown in the left panel of Fig.(4.20) is worse
with respect to the results obtained during the performance assessment conducted in
Trento and illustrated in Fig.(4.7). However, the BM is still able to reconstruct the beam
profile that is shown on the right panel of Fig.(4.20).

On the contrary, the SC and the TW detector worked properly. Indeed, as shown
in Fig.(2.24), the charge identification procedure is successfully achieved on the data
collected with the target and a publication about integral cross section measurements is
in preparation.

At present, all the issues related to the VTX functioning and the general DAQ time
jitter should be resolved. In particular, the VTX has updated the right version of the
firmware and it has already been successfully tested in a stand alone data acquisition
test. Instead, the DAQ time jitter is reduced by sampling the trigger signal with a higher
rate of 1 Ghz. In this way, the time resolution is of the order of 1 ns and it should be
enough for the BM purposes. Both the BM and the VTX detectors will be tested in the
next FOOT data acquisition campaign.

4.3.3 Characterization of the 700 MeV/u C beam at GSI

During the different data taking and test beams conducted at GSI, the FSC and the BM
have also been adopted to characterize the 700 MeV/u carbon ion beam available at GSI.
In this occasion, some of the BM channels experienced few difficulties. The main issue
was given by one of the X view channels that has been damaged during a maintenance
operation conducted few weeks before the data acquisition campaign. However, the
damaged cell is placed in a very side position and it does not influence the detector
performances. Indeed, considering a dataset collected in Trento with protons at 80 MeV,
the number of hits detected in this cell is more than 20 times smaller then the hits read
by a central cell. Moreover, the detector redundancy of layers further compensate the
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Figure 4.20: BM spatial resolution as a function of the drift distance (left) and the beam profile reconstructed
by the BM (right) on the data collected with the electronic spectrometer DAQ system at GSI in 2019. The spatial
resolution has been calculated with the BM track method, as described in Sec.(4.2.3).

deficiency. Since the recovery operation would take time and considering the almost
negligible side effect of the accident, the replacement procedure has been postponed
after the data taking.

The experimental setup consist of the FSC and the BM detectors as in the emulsion
spectrometer setup shown in Fig.(2.22). The detectors has been placed in order to have
the FSC centered on the beam isocenter position. The BM gas parameters were the same
as the other data taking (Ar/CO2 mixture at 80/20% flushed at about 1 l/h and with an
over-pressure of 0.9 atm). The detector working point has been found to be at 1900 V.
The corresponding hit distribution is peaked at 12 and the mean of the hit distribution
is of about 11.84, as shown in Fig.(4.21).

Figure 4.21: The BM hit distribution of the events collected in the data taking performed at GSI with a carbon
ion beam at 700 MeV/u of kinetic energy.

In order to be prepared to a possible future data taking conducted by the FOOT elec-
tronic spectrometer in the same facility with similar beam requests, a low beam rate of
few kHz has been asked to the beam delivery system to match the FOOT acquisition
rate requirements. In addition, this beam rate matches also the BM acquisition rate of
few kHz. The measurement of the beam rate distribution and the beam stability has been
performed with the FSC detector. The results are shown in Fig.(4.22). In particular, the
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mean beam rate is of about 2.4 kHz, but at such low intensity, different fluctuations in
the beam rate has been detected. Figure (4.23) shows the beam transverse profile and the
track angle distribution. Almost all the hits are measured by the BM central cells. The
beam transverse spot size has a width of less than 0.2 mm of standard deviation and it is
almost entirely contained in a cone of about 0.2◦, which matches the VTX detector active
area.

In conclusion, all the beam parameters satisfy the FOOT electronic setup require-
ments. Indeed, GSI is one of the facility in which the FOOT experiment is expected to
perform different data taking campaigns to fulfil the experimental program.

Figure 4.22: Beam rate distribution (left) and beam rate measurements as a function of the time (right) for the
GSI 700 MeV/u carbon ion beam.

Figure 4.23: Beam transverse profile extrapolated on the BM entrance window (left) and track polar angles
distribution (right) for the tracks reconstructed by the BM from the GSI 700 MeV/u carbon ion beam dataset.





CHAPTER 5

Analysis of the Beam Monitor performances

5.1 Introduction

In this chapter, the performances of the BM detector measured in different experimen-
tal data takings (see Sec.(4.2)) are studied to verify if they fulfil the FOOT experiment
goals. Indeed, the BM is a fundamental detector of both the FOOT experimental se-
tups. In particular, the beam monitoring system in the emulsion spectrometer setup is
adopted to count the number of projectiles and measure the irradiation pattern distri-
bution, as shown in Sec.(4.3). Instead, in the framework of the electronic spectrometer
experimental setup, the BM has the goal to identify the pre-target fragmentation events
and to measure the incident particle direction and impinging position within the target
volume.

In the former case, the events with a nuclear inelastic interaction of the projectile
in the SC or the BM represent a background since they can be misidentified as target
fragmentation events. For this reason, they have to be rejected and different selection
criteria have been studied to reach the purpose. The explanation and the performance
assessment of the selection criteria are illustrated in the next section.

In the latter case, the BM track is used to match the VTX tracks in order to identify
the position of the nuclear inelastic interaction of the projectile within the target mate-
rial. In addition, the parameters of the track reconstructed by the BM are fundamental
in the framework of the particle therapy target fragmentation measurements. Indeed, as
explained in Sec.(2.2), in this case FOOT adopts an inversion of the kinematic approach
to perform the cross section measurements. Since the parameters of the Lorentz transfor-
mation are derived from the direction of the projectile measured by the BM, the accuracy
of the BM track reconstruction capability measured in Sec.(4.2) are propagated into the
final cross section measurement. For this reason, a MC study has been conducted to
analyze the impact of the BM spatial resolution on the cross section evaluations.

The theoretical aspects of the cross section and of the inverse kinematic approach
is shown in Sec.(5.3), together with the results about the resolution of the cross section
measurements given by the BM detector performances.

5.2 Rejection of the fragmented primaries before the target material
effectiveness

One of the goal of the BM in the electronic spectrometer setup is to recognize and reject
the events is which the primary particle fragmented before the target. Such events can
occur when the projectile undergoes a nuclear inelastic interaction in the SC, in the BM
itself or even in the different air gaps present between the nozzle and the target. In

109
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order to estimate the fragmentation rates and to determine the proper selection criterion
to flag these events with the BM measurements, a MC study has been performed on
the data provided by means of the FLUKA simulation code. The MC estimates for the
fragmentation rates are shown in the next subsection, followed by the description of the
methods and the performances of the selection criteria conducted in Sec.(5.2.2)

5.2.1 Fragmentation rates

In order to evaluate the fragmentation rates of the primary particles in the FOOT up-
stream detectors, a MC simulation with a primary beam of carbon ion at 200 MeV/u
has been performed by means of the FLUKA code with the SC, the BM and the target
placed as in the FOOT electronic setup. In particular, the target has been designed as a
0.915 g/cm2 thick disk composed of graphite. The results about the fragmentation rate
of the primaries are shown in Tab.(5.1). The ratio between the number of events with a
fragmentation before the target and the number of events with an inelastic interaction
within the target is about 7.76± 0.13%. Among the undesired fragmentation events, the
SC and the BM give about the same contribution, while the inelastic interaction due to
the air gaps is lower and it depends on the actual distance of the experimental setup
with the beam nozzle. For this reason, the subsequent analysis is performed focusing on
the events in which the projectile undergoes a nuclear inelastic interaction in the SC or
in the BM. Different draws of pre-target fragmentation events are shown in Fig.(5.1) and
Fig.(5.2), respectively for the interactions happened in the SC and in the BM. In addition,
two examples of events in which the projectile interacts inelastically within the target
volume are illustrated in Fig.(5.3).

Table 5.1: Material, density and projectile fragmentation rate of the FOOT upstream region detectors. The
results are obtained from a simulation of carbon ions at 200 MeV/u impinging on a 0.915 g/cm2 thick target
composed of graphite. The errors are calculated assuming a Poisson statistics.

FOOT component Material Density (g/cm3) Fragmentation rate (10−4)
Start Counter EJ228 1.023 12.37± 0.02
BM windows mylar 1.4 3.01± 0.12

BM gas mixture Ar/CO2 0.0017 8.9± 0.2
BM wires Al and W 2.7 (Al); 19.3 (W) 0.55± 0.05

BM overall 12.4± 0.2
Air gaps atmospheric air 0.00129 3.45± 0.13

Target C 1.83 364± 1

5.2.2 Selection criteria

In order to recognize the pre-target fragmentation events with the FOOT electronic spec-
trometer detectors, different selection criteria has been studied exploiting the BM mea-
surements and the VTX tracks. The effectiveness and the performance of each selection
criteria has been evaluated both on experimental data and MC simulations.

Number of Beam Monitor hits
A clean event in which the projectile reaches the target without any prior nuclear in-
elastic interaction leaves about 12-13 hits in the BM, depending on the detector work-
ing point and the projectile charge, mass and energy. As an example, the left panel of
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Figure 5.1: Two examples of events in which an incident carbon ion undergoes a nuclear inelastic interaction
within the SC. In the first case on the left, the projectile fragmented in different protons (red), deuterons (dark
red), helium ions (yellow) and neutrons (dotted), leaving a clear signature in the BM detector. In the second
case on the right, the projectile emitted a neutron becoming a carbon isotope, leaving a signature in the BM
and in the VTX detector similar to that of a non fragmented projectile. Both the pictures are derived from a
FLUKA simulation output.

Figure 5.2: Two examples of events in which an incident carbon ion undergoes a nuclear inelastic interaction
in the entrance and exit mylar window of the BM. In both cases the projectile fragmented generating different
protons (red), deuterons (dark red), helium ions (yellow), and neutrons (dotted). Both the pictures are derived
from a FLUKA simulation output.

Fig.(4.4) shows the hit distribution of a dataset collected from a proton beam at 80 MeV
with the HV at 2200 V. In that case, since protons cannot break due to the low energy,
the selection applied on the number of hits 10 ≤ Nhits ≤ 14 was made to reject the events
with δ-rays and cross talks. Considering the case of more ionizing particles such as oxy-
gen ions, the sigma of the hit distribution is higher with respect to the case of protons
due to the enhanced production of δ-rays. The number of hit distribution of the data
collected at GSI with oxygen ions at 400 MeV/u is shown in the left panel of Fig.(5.4). In
this case, a reasonable selection on the oxygen events is 8 ≤ Nhits ≤ 18.

In case of events with the fragmentation of the projectiles in the SC or in the BM, the
hit distribution is much more spread towards high values, due to the hits provided by
the different particles generated by the primary. Both cases are illustrated in Fig.(5.4)
obtained analysing MC simulations. In particular, a BM hit is counted if a charged ion
crosses a BM cell with a track of at least 1 mm. In addition, also the BM TDC time
resolution has been reproduced: for each event, a single cell can count multi-hits only
if the time differences between hits is larger than 200 ps. Otherwise, only the hit with
the smaller time measurement is counted. Both the MC distributions shown in Fig.(5.4)
present a clear peak at 12 hits followed by a large amount of events characterized by a
high number of hits detected by the BM. Thus, a selection criterion based on the number
of BM hits can identify and reject a good part of the pre-target fragmentation events.
Examples of these cases are shown on the left panel of Fig.(5.1) and Fig.(5.2).

Defining the survival rate as the fraction of events that passes a given selection cri-
terion, the results obtained from the application of a cut with 8 ≤ Nhits ≤ 18 on the
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Figure 5.3: Two examples of events in which an incident projectile undergoes a nuclear inelastic interaction
in the target. The former picture on the left is directly derived from the FLUKA simulation output. In this case,
the incident oxygen ion produces different δ-rays (green) within the BM prior to be fragmented in the target,
generating protons (red), deuterons (dark red) and neutrons (dotted). The latter case on the right is taken from
the SHOE event display output of an other simulated event. In this case the BM reconstructed track is matched
with the VTX fitted tracks identifying the fragmentation position inside the target volume.

different datasets are shown in Tab.(5.2). The impact of this selection on the experimen-
tal data is limited to a loss of about 5% of the events. Instead, the effectiveness of the
cut on the SC and BM fragmentation simulations is much more relevant, respectively
leading to a rejection of about 78% and 64% of the events.

Figure 5.4: Hit distribution from a data taking conducted at GSI with a 400 MeV/u oxygen ion beam (left)
and from MC simulations with the fragmentation of the projectile in the SC (center) or in the BM (right). The
simulations are performed by means of the FLUKA simulation tool with an incident carbon ion beam at 200
MeV/u.

Number of Beam Monitor tracks
As described in Sec.(3.3.3), the fitting algorithm developed for the BM provides the
multi-track reconstruction capability. Thus, a suitable selection criterion is given by the
possibility to choose the events with only one track reconstructed by the BM (NBMtracks =
1). Indeed, if the BM reconstructs more than one track, it could be caused by the particles
produced from the fragmentation of the projectile in the SC or the BM, by the detection
of one or more δ-rays, by the presence of random aligned background hits or by a wrong
set of space-time relations that divides the projectile hits into two distinct clusters in the
Legendre space. The former case is the target of the selection criterion and it is one of
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Table 5.2: Survival rates of the selection criteria applied on experimental data and MC simulations. MC data
are simulated with a carbon ion beam at 200 MeV/u. The errors are calculated assuming a Poisson distribution.

Dataset 8 ≤ Nhits ≤ 18
8 ≤ Nhits ≤ 18

+
one BM track

8 ≤ Nhits ≤ 18
+

one BM-VTX track
80 MeV Protons

(experimental data) 0.963± 0.007 0.927± 0.007 no data

400 MeV/u Oxygen ions
(experimental data) 0.945± 0.007 0.790± 0.006 no data

SC fragmentation
(MC simulation) 0.2204± 0.0015 0.1771± 0.0013 0.1548± 0.0012

BM fragmentation
(MC simulation) 0.356± 0.012 0.322± 0.011 0.124± 0.007

the reason for the development of a multi-track reconstruction algorithm. All the other
cases represent a loss of efficiency in the application of the selection criterion. However,
as illustrated in Sec.(3.2.1), δ-rays are produced mainly perpendicularly with respect to
the incident particle track and their directions are completely randomized after just few
collisions. For this reason, considering also the low ionization density of the electrons
and the BM geometry developed to detect longitudinal tracks, it is very difficult for the
BM to reconstruct a δ-ray. Also the combinatorial background derived from the presence
of aligned background hits is at a negligible level, if a proper cut on the number of hits
has been previously applied. Regarding the space-time relations, if they are not properly
calibrated, they could prejudice all the detector performances, including the spatial res-
olution and the track reconstruction capability. However, as illustrated in Sec.(4.2.7), the
BM self-calibration algorithm or a calibration performed by means of an external detec-
tor should provide a reliable set of space-time relations. The overall survival rates given
by the application of both the selection criteria on the experimental and simulated data
are shown in Tab.(5.2).

The overall efficiency of the Nhits and NBMtracks selection criteria evaluated on the
proton data is of about 93%. Only 3% of the events has been eliminated by the cut on
the number of BM tracks. On the contrary, the percentage of the surviving events for the
oxygen data collected at GSI is about 79%. In this case, the NBMtracks reduced the dataset
of about ∼15.5%. The reason of the diversity between the results obtained on the two
experimental datasets can be found in the efficiency loss mechanisms aforementioned.
Indeed, the number of δ-rays generated by an oxygen ion is higher with respect to the
number of δ-rays produced by a proton due to the energy loss contribution of Eq.(3.4)
that is combined with Eq.(3.5). The enhancement of δ-rays production in the oxygen
ion events leads to an increase of the BM background hits and, consequently, also to
an increment of the combinatorial background. In addition, the tracks reconstructed
from the proton data take advantage of the space-time relations calibration performed
by means of an external tracking detector.

The rejection of the events with a projectile fragmentation in the SC and in the BM
is respectively of the order of 82% and 68%. The latter result is worse with respect to
the former case due to the fact that the fragmentation of the projectile can occur in the
final part of the BM, leaving in the detector the same signature of the non-fragmentation
events. An example is shown in the right panel of Fig.(5.2). However, in such cases, the
VTX detector placed beyond the target can identify and reject the event.
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Beam Monitor and Vertex detector tracks matching
Considering the events in which the projectile undergoes a nuclear inelastic interaction
in the SC, the charge and angular distributions of the secondaries emitted from the SC is
shown in Fig.(5.5). As one can notice, light fragments are emitted with a wider angular
spread with respect to heavy particles, having a higher probability of not being detected
by the BM due to the detector angular acceptance. The beam transverse profile and
the charge distribution of the events that pass all the BM selection criteria are shown in
Fig.(5.6). The main amount of particles are represented by the carbon and boron isotopes.
As shown in Fig.(5.5), these fragments are emitted with a small tilt with respect to the
initial beam direction, due to their high mass values. For this reason, also the beam
profile and the signature of these events in the BM are almost identical to those of the
non fragmented projectiles.

In order to further reject these events, an other selection criterion can be applied
exploiting the VTX detector. In particular, an event can be rejected if the VTX cannot
reconstruct a track due to the detector sensitive area, or if it reconstructs two or more
tracks that do not point to the same position in the target material. In this case, consider-
ing the number of SC fragmentation events in which 8 ≤ Nhits ≤ 18 and only one track
is reconstructed both by the BM and the VTX detector, the fraction of passing events
decreases from 0.1771 ± 0.0013 to 0.1548 ± 0.0012. This fraction represents the amount
of events in which the projectile undergoes a nuclear inelastic interaction in the SC and
that cannot be identified neither by the BM nor the VTX. An example of these events is
shown in the right panel of Fig.(5.1).

Figure 5.5: Charge and angular distribution of the secondaries emitted from the SC. Data generated from a
MC simulation performed with a carbon ion beam at 200 MeV/u of initial kinetic energy.

The left panel of Fig.(5.7) shows the charge distribution of the particles generated
from the fragmentation of the projectile in the BM, for the events that pass all the BM
selection criteria. Differently with respect to the previous SC fragmentation events, in
this case there is a large contribution derived from protons and helium ions. This is
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Figure 5.6: Secondary particle charge distribution (left) and beam profile projected on the BM exit window
(right) of the events in which the projectile fragmented in the SC and the BM reconstructed only one track
passing all the BM selection criteria. The events are derived from a MC simulation with an initial carbon ion
beam at 200 MeV/u.

because they can be produced in the final part of the BM without leaving any signature
in the detector. However, as in the previous case, also in this case it is possible to apply
an additional selection criterion accepting the events with only one track in the VTX
detector. In this way, a good fraction of events with the generation of light fragments are
rejected, since a good amount of protons and helium ions can be detected by the VTX.
The charge distribution of the secondaries that cross the VTX after the application of the
BM and the VTX selection criteria is shown in the right panel of Fig.(5.7). After the cut
on the number of VTX tracks, the fraction of events with a nuclear inelastic interaction of
the primary in the BM that cannot be recognized drops from the previous 0.322 ± 0.011
up to 0.124± 0.007.

Figure 5.7: Charge distribution of the particles that cross the VTX detector and pass the BM selection criteria
with (left) and without (right) the requirement of a single track in the VTX. The events are derived from a MC
simulation with an initial carbon ion beam at 200 MeV/u.

The overall background contribution of the SC and BM fragmentation events can
be evaluated combining the fragmentation rates illustrated in Tab.(5.1) with the results
about the pre-target fragmentation rejection capability shown in Tab.(5.2). Considering
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the events in which the projectile undergoes a nuclear inelastic interaction in the SC,
the multiplication of the SC fragmentation rate (12.37 ± 0.02 · 10−4) with the rate of
the events that pass all the selection criteria (0.1548 ± 0.0012) represents the amount
of SC fragmentation events that can be misidentified as target fragmentation events
(1.91487 ± 0.018 · 10−4). The same calculation performed on the events with a nuclear
inelastic interaction in the BM gives as result 1.54± 0.11 · 10−4. Finally, the relative con-
tribution of the pre-target fragmentation background can be evaluated as the ratio of the
misidentified events over the total number of selected events.

In conclusion, about 0.493 ± 0.006% and 0.40 ± 0.03% of the fragmentation data col-
lected by the FOOT electronic spectrometer are derived from events in which the pro-
jectile has fragmented respectively in the SC and in the BM instead of the target. Since
the required accuracy of the FOOT differential cross section measurement is of the order
of 5% and 10% respectively for the particle therapy projectile and target fragmentation
effects, the obtained results are satisfactory for the FOOT goals.

5.3 Impact of the Beam Monitor performances on the inverse kine-
matic reconstruction

The BM is a detector adopted in all the FOOT data measurements, both for the emulsion
and for the electronic spectrometers. However, among the different data taking cam-
paigns planned over the years, the precision of the BM reconstructed tracks is relevant
above all for the measurements related to the proton therapy target fragmentation effect.
Indeed, in this case the FOOT experiment have to adopt an inverse kinematic approach
to overcome the difficulties related to the detection of the fragments. As described in
Sec.(2.2), the differential cross section measurements can be evaluated switching the role
of the projectile and the target material atoms. In this way, the fragments derived from
the interactions of oxygen or carbon ions on C or C2H4 targets are produced with a
higher kinetic energy with respect to the previous direct kinematic approach, allowing
the measurement of the fragments by means of the FOOT detectors. Since the inver-
sion of kinematics completely rely on the track reconstructed by the BM, the main re-
quirements on the BM performances are derived from this set of measurements. The
performance assessment of the BM has been completed in a test beam conducted at the
Trento protontherapy facility employing an external tracking detector, as illustrated in
Sec.(4.2). The impact of the BM measured performances on the FOOT final cross sec-
tion measurements are investigated in this section using a simulated dataset provided
by means of the FLUKA MC code. In this way, the systematic uncertainty present in the
FOOT measurements and derived from the BM has been estimated.

In particular, the methods adopted by the FOOT experiment to measure the differen-
tial cross sections are presented in the next subsection. Then, the mathematical formula-
tion of the Lorentz transformation and the measurements involved in the particular case
of the FOOT experiment is shown in Sec.(5.3.2). Finally, the evaluation of the impact of
the BM spatial resolution on the cross section measurement accuracy are illustrated in
Sec.(5.3.3)
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5.3.1 Cross section measurement method

Given a particle species, the mathematical expression of the differential cross section
measurement as a function of the energy (dσ/dE) is:

dσ

dE
=

∆Ω

4π
· Y (E)

Np ·Nt ·∆E · εreco · εid · εphy
(5.1)

Details about the meaning and the methods adopted by the FOOT experiment to mea-
sure all the terms contained in Eq.(5.1) are listed:

• ∆Ω : is the angular acceptance considered for the cross section measurement.

• Y (E) : is the fragment yield as a function of the energy. Since the measurement
of the particle energy is subject to the effects arisen by the detectors and the recon-
struction algorithm, an unfoldig procedure is conducted to take into account and
correct the measured values in order to extract the right ones. In details, the par-
ticle energy measurements y can be correlated to the real energy values x with the
correction matrix A:

y=Ax (5.2)

The A matrix contains all the information about the experimental effects present
within the measured data. It can be evaluated by means of MC simulations if all the
parameters of the detectors (resolution, threshold etc.) are taken into account in the
simulated data. Indeed, this is what is performed within the FOOT reconstruction
software SHOE, as described in Sec.(2.5.2). Thus, ones the correction matrix A
is evaluated associating the simulation true values with the SHOE reconstructed
output, the unfolding matrix A of Eq.(5.2) can be inverted and the real values x can
be extrapolated from the measurements y:

x=A−1y (5.3)

However, the calculation and the inversion of the unfolding matrix is a complex
operation that requires the use of different advanced statistics tools. Further details
about the unfolding procedure can be found in [128].

• Np : is the number of incident primary particles. In the FOOT electronic spectrom-
eter setup, the data collected with the minimum bias trigger shown in Sec.(2.3.1)
are adopted to calculate the particle fragmentation rate and, hence, to evaluate Np.
Instead, for the emulsion spectrometer setup, Np is simply the number of particles
delivered by the accelerator with the irradiation pattern. This value is measured
by the FSC detector, as shown in (4.3.1). However, in both cases there are different
sources of systematic uncertainties that have to be considered and evaluated (e.g.:
the efficiency of the minimum bias trigger and the efficiency of the FSC detector).

• Nt : represents the number of particles per unit surface within the target. It can be
calculated with the target parameters as following:

Nt =
ρ ·NA · δz

A
(5.4)

where ρ is the target density, NA is the Avogadro’s number, δz is the target thick-
ness and A is the mass number of the target material.
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• ∆E : is the energy phase space factor, defined as the width of the yield distribution
bin associated to the given cross section bin.

• εreco : is the track reconstruction efficiency. As described in Sec.(2.5.2), at the mo-
ment there are two distinct algorithms, both based on Kalman filter, in develop-
ment within the FOOT analysis software SHOE to reconstruct the whole track of a
fragment. The performances and the efficiencies of these algorithms are evaluated
by means of MC simulations.

• εid : is the particle charge and mass identification efficiency. In order to estimate
this quantity, a full MC simulation is adopted to compare the ”MC truth” with the
reconstructed particle properties. The latter is derived from the charge and mass
identification methods described in Sec.(2.4.2) that take as input the single detector
reconstructed quantity. In this way, a mixing matrix can be computed and εid can
be extrapolated.

• εphy : is the efficiency related to the physics effects that prevent a correct recon-
struction of the fragments. As an example, it takes into account the geometrical
acceptance of the FOOT apparatus, considering the fraction of particles emitted
and deviated by the magnetic field outside the angular acceptance of the detec-
tors. It includes also the cases in which a fragment undergoes a secondary nuclear
inelastic interaction before the calorimeter.

As for the previous efficiency factors, also in this case εphy is evaluated by means
of MC simulations. In particular, given a fragment charge and mass for which the
cross section needs to be calculated, an ad-hoc simulation is performed with the
particle emitted from the target material towards the FOOT downstream detec-
tors with different initial angles and energies. Then, an efficiency matrix can be
computed filling each energy-angle bin with the ratio of the number of particles
that reaches the scintillator and the calorimeter over the number of emitted par-
ticles with the given energy and angle. Once the matrix is filled, each bin of the
fragment yield Y (E) measured on the experimental data can be weighted with the
associated bin of the efficiency matrix in order to calculate the correct cross section
value.

Considering the methods adopted to estimate all the efficiencies included in Eq.(5.1),
it is clear that both the detector simulation and the MC total cross section evaluation
must be reliable to obtain solid results. Indeed, in the former case, all the detector perfor-
mance assessment parameters collected in the different dedicated data taking campaigns
are included within the SHOE reconstruction software. As an example, the BM effi-
ciency, spatial resolution, hit distribution and all the other measured parameters shown
in Sec.(4.2) are reproduced in the simulated data, as described in Sec.(2.5.2). This is nec-
essary to ensure a reliable measurement of εreco and εid. In the latter case, the accuracy
of the MC simulated data is necessary to measure εphy. The benchmark of the FLUKA
total cross section estimates has been completed with different data takings conducted
over the years. As shown in Fig.(5.8), the experimental values of the total cross section
measurements for the particles at the energies involved in the particle therapy are com-
patible with the FLUKA simulations. Indeed, the goal of the FOOT experiment is to
perform the measurement not of the total, but of the differential cross sections that are
not sufficient for the current medical and physics applications.

In addition to the measurement of the efficiency terms, also their systematic uncer-
tainties have to be estimated. As an example, the particle charge identification depends
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on the parameters of the function expressed in Eq.(2.3) and shown in the left panel of
Fig.(2.24). Thus, the uncertainty on the parameters of the function represents a system-
atic uncertainty on the final cross section measurement. An other example is provided
by the mixing matrix adopted to measure εid. Indeed, since the matrix is computed with
a limited statistics, also this statistical uncertainty have to be propagated as a systematic
uncertainty on the final cross section measurement. Further examples about the system-
atic uncertainties and the methods adopted to estimate them can be found in [129].

The main component of the cross section formula shown in Eq.(5.1) is the fragment
yield Y (E). In the case of the target fragmentation cross section measurement, the yield
of the particles needs to be estimated in the system of reference of the projectile. Thus,
at first the energy of the fragments are measured in the laboratory frame. Then, the
inversion of the kinematics is performed with the BM measurement of the projectile
direction. The mathematical aspects involved in the inversion of the kinematics and the
specific case of the FOOT measurements are illustrated in the next subsection.

Figure 5.8: Total charge changing cross sections of carbon ions interacting with water (left) and polycarbonate
(C16H14O3, right) evaluated both from experimental measurements and MC simulations performed by means
of different MC codes [130].

5.3.2 Mathematical formulation and application of the inverse kinematic approach
in the framework of the FOOT experiment

The inversion of kinematics approach adopted in the FOOT experiment consists in the
change of the system of reference from the laboratory frame to the projectile (or patient)
frame. Given the relativistic velocity of the incident particles, the theoretical formulation
is derived by the Lorentz transformation.

Lorentz transformation
Considering Aµ=[a0, a1, a2, a3] = [a0,~a] as a generic Lorentz covariant four-vector mea-
sured in the laboratory frame S, where a0 is the temporal component and ~a represents
the three-component space vector, the Lorentz transformation is defined as the transfor-
mation that allows to retrieve the four-vector A’ν measured in a different inertial system
of reference S′:

A′ν = ΛνµA
µ (5.5)

where Λνµ is defined as the Lorentz tensor. The Einstein notation is adopted to sum over
the repeated indices and each tensor index run over 0, 1, 2 and 3. Considering the case
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of a general boost ~β = (β1, β2, β3) of the frame S′ with respect to the frame S, the explicit
form of the Lorentz tensor can be calculated applying the Lie theory and the result is
[131]:

Λ(~β) =


γ −γβ1 −γβ2 −γβ3

−γβ1 1 +
(γ−1)β2

1

β2

(γ−1)β1β2

β2

(γ−1)β1β3

β2

−γβ2
(γ−1)β1β2

β2 1 +
(γ−1)β2

2

β2

(γ−1)β2β3

β2

−γβ3
(γ−1)β1β3

β2

(γ−1)β2β3

β2 1 +
(γ−1)β2

3

β2

 (5.6)

where γ = 1
1−β2 and β2 = β2

1 + β2
2 + β2

3 .

The inverse kinematic approach applied to the FOOT experiment
The goal of the FOOT experiment is to detect and reconstruct the four momenta of
the fragments in the laboratory frame and convert the measurements into the projectile
frame, using the formula expressed in Eq.(5.5). In order to complete the task, the boost
~β of the projectile frame presented in Eq.(5.6) have to be estimated event per event. The
BM detector can measure the direction of the incident particles, providing two out of
three of the required parameters. Indeed, the module of the boost cannot be measured
event per event neither by the BM nor by one of the other FOOT detectors. However, the
projectile mass (m) and the particle initial total energy (E) are controlled by the acceler-
ator facility and they are known parameters. Thus, all the components of the projectile
four momentum P = (E/c, ~p) = (E/c,mγ~βc) can be reconstructed using also the con-
servation lawE2−p2 = mc2. Once the boost ~β of the projectile is retrieved, the inversion
of the kinematics can be applied on the fragments four momenta with the Eq.(5.5) and
Λ(−~β).

As an example, considering a simulation with a primary beam of oxygen ions at
200 MeV/u of initial kinetic energy ejected along the z axis direction, the corresponding
boost between the projectile and the laboratory frame is of the order of ~β ∼ (10−3, 10−3, 0.6).
The energy distribution of the fragments produced in the laboratory and the projectile
frame is respectively shown in Fig.(5.9) and Fig.(5.10). As expected, in the former case
the energy distributions have a peak around the projectile initial kinetic energy. Instead,
in the latter projectile frame case, all the fragments have a kinetic energy of the order
of few MeV/u. This is the reason why the angular dependence of the particles is not
investigated: the particle range associated to such small values of kinetic energy is of
the order of few µm, thus the effect of the angular spread of the fragments on the dose
deposition calculation is negligible.

5.3.3 Impact of the Beam Monitor performances on the cross section measurements

Since the inversion of the kinematics depends on the accuracy of the projectile direction
measurement, the results of the BM performance assessment conducted at the Trento
protontherapy facility and shown in Sec.(4.2) can be adopted to estimate the resolution
of the final cross section measurement due to the BM track reconstruction precision. In
order to achieve this goal, a full FOOT simulation has been conducted by means of the
FLUKA software with an initial oxygen ion beam at 200 MeV/u impinging on a target of
graphite. The differential cross section has been estimated for the 12C fragments emitted
with θ ≤ 0.186, which is the angular acceptance of the TW detector. The inversion of the
kinematics has been performed using both the ”MC truth” and the BM reconstructed
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track to check the differences obtained on the results. Applying the expression illus-
trated in Eq.(5.1), the track reconstruction efficiency (εreco) and the particle identification
efficiency (εid) has been set to 1, since the aim of this study is to evaluate the accuracy
of the cross section measurement given only the BM spatial resolution contribution. For
the same reason, also the unfolding procedure that should be performed on the frag-
ments yield has not been executed. Thus, all the parameters related to the fragments
(energy, charge, mass and track direction) are directly taken from the ”MC truth”. All
the other terms necessary to evaluate the differential cross section have been estimated as
described in Sec.(5.3.1). The final cross section measurement is shown in the left panel of
Fig.(5.11). The results obtained with the inversion of the kinematics performed applying
the ”MC truth” and the BM reconstructed track are compatible. No relevant differences
between the two curves is found. Indeed, as shown in the right panel of Fig.(5.11), the
difference between the two cross section measurements is of the order of few percent.
The discrepancy is enhanced for the high energy values mainly due to the low number
of particles and, hence, the low statistics. Considering the FOOT goal to measure the
target fragmentation differential cross sections with an accuracy of about 10%, the BM
performances satisfy the requirement and the primary direction measured by the BM
can be safely used to perform the inversion of the kinematics.

However, in this study the contribution of the FOOT global track reconstruction pre-
cision, the particle identification efficiency and the energy resolution of the calorimeter
have not been considered. At the moment, the FOOT global reconstruction based on the
Kalman filter is in a development phase and it will be completed soon.

The particle identification analysis is ongoing with the first data collected at GSI and
the calorimeter have conducted different data takings with proton and carbon ion beams
and other data takings are foreseen in 2021 to complete the performance assessment.
Thus, once the global reconstruction based on the Kalman filter algorithm and the par-
ticle identification performance analysis will be finalized, when the characterization of
the calorimeter will be concluded, it will be possible to estimate the overall accuracy of
the FOOT experiment evaluation of the final cross section measurement.
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Figure 5.9: Kinetic energy distribution in the laboratory frame of the fragments produced by a simulated
beam of oxygen ions with an initial kinetic energy of 200 MeV/u impinging on a graphite target. Each plot
corresponds to the distribution for a given charge of the fragments.
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Figure 5.10: Kinetic energy distribution in the projectile frame of the fragments produced by a simulated
beam of oxygen ions with an initial kinetic energy of 200 MeV/u impinging on a graphite target. Each plot
corresponds to the distribution for a given charge of the fragments.
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Figure 5.11: On the left, differential cross section of the 12C fragments produced by a beam of oxygen ions
at 200 MeV/u impinging on a C target measured in the system of reference of the projectile. The inversion of
the kinematics has been performed with the BM reconstructed track (red) and the ”MC truth” (blue). On the
right, relative difference between the cross section values estimated with the kinematic inversion performed
with the MC parameters and the BM reconstructed track.



Conclusions

The FOOT project is a nuclear physics experiment that aims to measure the differential
cross sections (d2σ/dΩ·dE) of the nuclear interactions involved in particle therapy and
space radioprotection. The final experimental data will be adopted as benchmark for the
MC simulation tools, to improve the current particle therapy treatment planning systems
and to develop a new shielding design suitable for the future space missions. The FOOT
project consists of two different experimental setups. One of the setups is an emulsion
spectrometer based on the nuclear emulsion technology developed to measure the light
fragments (Z≤3). The second setup is an electronic setup composed of different sub-
detectors optimized for the detection of heavy fragments (Z≥3). In both the apparata
a drift chamber is adopted as Beam Monitor. It is employed to measure the projectile
direction and position, to count the total number of delivered particles and to reject the
pre-target fragmentation events.

In this Ph. D. project, which has contributed to the construction and start of the
FOOT experiment, the drift chamber has been finalized, tested, calibrated and operated
in the experiment. A multi-track reconstruction algorithm has been developed taking
advantages of the Legendre polynomials properties combined with a χ2 minimization
algorithm. The software has been tested and optimized both on experimental and on
MC simulated data. Then, it has been included within the FOOT global reconstruction
code.

The detector has been used in different tests and data takings. In particular, an ex-
tensive calibration and performance assessment has been conducted with protons at 228
and 80 MeV, employing an external telescope composed of layers of micro-strip silicon
detectors. In this occasion, the overall Beam Monitor efficiency has been measured to be
of 0.929 ± 0.008. However, a consistent drop of efficiency has been detected at the cell
border due to a lowering of the electric field, as verified by calculations performed with
the Garfield++ software.

The detector intrinsic spatial resolution has been measured to be of about 60-100 µm
in the central part of the cell, considering the residual distributions derived from the
Beam Monitor tracks and hits. An alternative method to measure the drift chamber
spatial resolution has been applied employing the micro-strip detector tracks instead of
the Beam Monitor tracks. In this case, on one hand one can obtain the results avoiding
the use of the drift chamber reconstruction algorithm. On the other hand, the outcome
includes the multiple Coulomb scattering effect, as verified by MC simulation studies.
The spatial resolution in the central part of the cell obtained with the second method is
of about 150± 10 µm and 300± 10 µm respectively for the 228 MeV and 80 MeV protons.
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The two corresponding angular resolutions have been measured to be of 1.62±0.16 mrad
and 2.1± 0.4 mrad.

The Beam Monitor has also been allowed to measure the transverse profile of the
incoming proton beam, varying the projectile energy and the associated beam spot size.
The results have been compared with the nominal values obtained from an independent
experiment. The Beam Monitor measurements constantly overestimate the reference
values and the difference between them is of the order of 0.1 mm. The discrepancy can
be caused by the multiple Coulomb scattering effect due to a plastic scintillator placed
along the beam line, prior the drift chamber. However, the general trend of the beam
spot size as a function of the beam energy is well reproduced and the difference with the
reference value is of the order of ≤ 5%. Then, the active area of the Beam Monitor has
been measured with a broadened proton beam and the result is of about 4× 4 cm2.

Finally, the space-time relations of the drift chamber have been measured combin-
ing the micro-strip detector tracks with the Beam Monitor hits. The results have been
adopted as benchmark for a self calibration method developed to estimate the space-
time relations using only the Beam Monitor hits and tracks. The functioning and the
limits of the algorithm have been verified. This algorithm can be now used to optimize
the drift chamber space-time relations in the test beams in which an external calibration
is not feasible.

The detector has been successfully operated in the FOOT data takings performed
with both the experimental setups. In particular, in the framework of the emulsion spec-
trometer measurements, the Beam Monitor has been employed to measure the profile
of the irradiation pattern and to count the total number of delivered particles. Then,
during the test performed with the electronic spectrometer, the drift chamber has been
used with the FOOT general DAQ system to measure the incoming beam direction and
position. In addition, the Beam Monitor has performed a characterization of the GSI 700
MeV/u carbon ion beam, measuring the transverse spot size, the rate and the angular
spread of the incoming beam.

The final part of the project has been devoted to a detailed study of the performances
of the detector in view of the work for the data analysis of the FOOT experiment. In
particular, different selection criteria have been studied to identify and reject the pre-
target fragmentation events. The fundamental selection criteria on the Beam Monitor
are given by the number of hits (8 ≤ Nhits ≤ 18) and tracks (NBMtracks = 1). An addi-
tional cut consists in the request of a matching between the Vertex detector tracks and
the Beam Monitor track position. In this way, analyzing the MC simulations, it turns
out that it is possible to successfully reject about 85% and 88% of the events in which
projectile fragmentation occurred in the Start Counter and in the Beam Monitor respec-
tively. In the case of the electronic spectrometer, considering a realistic scenario with a
simulation performed with a 200 MeV/u carbon ion beam impinging on a 0.915 g/cm2

thick graphite target, about 0.5% and 0.4% of primaries interact in the Start Counter and
in the Beam Monitor, respectively. These numbers will be considered in the estimation
of the systematic uncertainties of the physics measurements.

Since target fragmentation cross section measurements in FOOT rely on the Beam
Monitor tracks to perform the inversion of the kinematics, the impact of the drift cham-
ber spatial resolution on the cross section accuracy has been estimated by means of MC
simulations. In particular, dσ/dE has been evaluated with the inversion of the kinemat-
ics performed both with the Beam Monitor track and the ”MC truth”. The discrepancy
between the two values has been found to be of the order of few percent. Since FOOT
is required to measure the target fragmentation cross sections with a precision of about
10%, the projectile direction measured by the Beam Monitor can be safely adopted to
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perform the inversion of the kinematics.
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Multi-Particle Transport Code. Technical Report CERN-2005-10, INFN/TC 05/11,
SLAC-R-773, CERN, INFN, SLAC, 2005.

[95] G. Battistoni et al. The FLUKA Code: An Accurate Simulation Tool For Particle
Therapy. Front. Oncol., 6:116, 2016.

[96] https://www.fluka.org.
[97] Stephen M. Seltzer and Martin J. Berger. Bremsstrahlung spectra from electron

interactions with screened atomic nuclei and orbital electrons. Nuclear Instruments

http://www.iphc.cnrs.fr/PLUME.html
https://www.fluka.org


Bibliography 135

and Methods in Physics Research Section B: Beam Interactions with Materials and Atoms,
12(1):95 – 134, 1985.

[98] Stephen M. Seltzer and Martin J. Berger. Bremsstrahlung energy spectra from elec-
trons with kinetic energy 1 kev–10 gev incident on screened nuclei and orbital
electrons of neutral atoms with z = 1–100. Atomic Data and Nuclear Data Tables,
35(3):345 – 418, 1986.

[99] Lev Davidovich Landau and I I Pomeranchuk. The limits of applicability of the
theory of Bremsstrahlung by electrons and of the creation of pairs at large energies.
Dokl. Akad. Nauk SSSR, 92:535, 1953.

[100] Ter-Mikaelyan M.L. Bremsstrahlung radiation spectrum in a medium. Dokl. Akad.
Nauk SSSR, 94:1033, 1954.

[101] A. Capella, U. Sukhatme, C.-I. Tan, and J. [Tran Thanh Van]. Dual parton model.
Physics Reports, 236(4):225 – 329, 1994.

[102] R.J. Glauber and G. Matthiae. High-energy scattering of protons by nuclei. Nuclear
Physics B, 21(2):135 – 157, 1970.

[103] The fluka code for space applications: recent developments. Advances in Space
Research, 34(6):1302 – 1310, 2004. Space Life Sciences: Radiation Risk Assessment
and Radiation Measurements in Low Earth Orbit.
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